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Abstract

We review how the atmospheric temperatures and the concentrations of Earth’s five 
most important, naturally-occurring greenhouse gases, H2O, CO2, O3, N2O and CH4 
control the cloud-free, thermal radiative fluxes f rom t he E arth t o o uter s pace. Com-
putations based on the line intensities HITRAN data base alone, with no absorption 
continuums, are used to evaluate fluxes a nd i ntensities f or g reenhouse-gas concentra-
tions similar to those of the year 2019. Calculated top-of-the atmosphere spectral 
intensities are in excellent quantitative agreement with satellite measurements at var-
ious latitudes. Also calculated are per-molecule forcings in a hypothetical, optically 
thin atmosphere, where there is negligible saturation of the absorption bands, or in-
terference of one type of greenhouse gas with others. Then the per-molecule forcings 
are of order 10−22 W for H2O, CO2, O3, N2O and CH4. For current atmospheric 
concentrations, the per-molecule forcings of the abundant greenhouse gases H2O and 
CO2 are suppressed by four orders of magnitude from optically-thin values because 
of saturation of the strong absorption bands and interference from other greenhouse 
gases. The forcings of the less abundant greenhouse gases, O3, N2O and CH4, are also 
suppressed, but much less so. For current concentrations, the per-molecule forcings 
are two to three orders of magnitude greater for O3, N2O and CH4, than those of H2O 
or CO2. Doubling the current concentrations of CO2, N2O or CH4 only increases the 
forcings by a few per cent.
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1 Introduction
Greenhouse warming of Earth’s surface and lower atmosphere is driven by radiative forcing,
F , the difference between the flux of thermal radiant energy from a black surface through a
hypothetical, transparent atmosphere, and the flux through an atmosphere with greenhouse
gases, particulates and clouds, but with the same surface temperature[1]. Radiative forcing is
often specified in units of watts per square meter (W m−2). Forcing depends on the altitude,
z, and on how the temperature and greenhouse-gas concentrations vary with altitude. The
radiative heating rate, R, of the atmosphere is equal to the rate of change of the forcing
with altitude, R = dF/dz, and can be specified in units of W m−2 km−1. Over most of
the atmosphere, R < 0, so thermal infrared radiation is a cooling mechanism that transfers
absorbed solar energy back to space.

This paper has been written for readers with a strong background in quantitative sciences,
who know little about radiation transfer in Earth’s atmosphere. So we include material that
is common knowledge to a small number of experts, but little known to the larger scientific
community.
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Figure 1: The continuous blue curve is the yearly average of incoming short-wave solar flux
(net visible, near infrared and ultraviolet) absorbed by the Earth. The dashed red curve is
the yearly average of the outgoing thermal flux (net longwave infrared) radiated to space by
the Earth. Excess solar energy absorbed in the tropics is transported to the poles by mass
flow in the atmosphere and oceans. The data is from satellite observations[2]. Adapted from
PhysicalGeography.net [3].

Thermal radiation transfer in Earth’s atmosphere has many similarities to that in stars,
where methods for modeling radiation transfer were first developed [4]. But there are major
differences. Because of the line structure of greenhouse gases, the opacity of Earth’s atmo-
sphere has a much more complicated dependence on frequency than that of stars. Over most
of the volume of stars, radiative transfer is dominated by scattering in nearly fully-ionized
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plasmas, with little absorption. In Earth’s atmosphere, thermal radiation is absorbed by
greenhouse gases, but scattering is negligible. Greenhouse molecules emit radiation at a
temperature-dependent rate, whether they are absorbing radiation or not. Unlike the nearly
isotropic heat flow from thermonuclear sources in the cores of stars, solar heating of the
Earth is substantially stronger in the tropics than near the poles, as shown in Fig. 1. Merid-
ional heat transport by the atmosphere and oceans, lets the poles emit more thermal energy
to space than the solar energy they absorb. Tropical regions emit less than they absorb.
Integrated over the surface of the Earth, the incoming shortwave radiation from the Sun is
approximately equal to the outgoing longwave thermal radiation. But the surface-integrated
fluxes of Fig. 1 are seldom exactly balanced. Changes of the average temperatures of the
atmosphere and oceans, due to transient radiation imbalances, are small because of the huge
thermal capacity of the oceans.

This paper is focussed on the dashed red curve of Fig. 1, the emission of thermal ra-
diation to space. This is the aspect of radiation balance that is most directly affected by
changes in the concentration of greenhouse gases. We discuss model atmospheres with aver-
age properties similar to that of Earth in the year 2019. We mainly consider “instantaneous”
forcing changes that result when the concentration of one or more of the greenhouse gases
changes, but all other atmospheric conditions remain fixed. Except for a brief discussion of
temperature adjustments of the atmosphere to restore hypothetical radiation equilibrium[5],
we do not discuss the many other feedbacks that contribute to the change of atmospheric
properties. Important examples are changes in cloud cover and changes in the circulation
patterns of the atmosphere and oceans. Discussions of these important topics can be found
in papers by Schwartz[6, 7], Etminan et al.[8], Trenberth and Fasulo[9], Lindzen et al.[10],
Myhre al.,[11, 12], Collins et al.[13], and Harde[14].

The concentrations of the major greenhouse gases are so large in the year 2019, that each
gas interferes with its own radiative transfer and that of other greenhouse gases. The relative
potencies of greenhouse gases are most clearly defined for a hypothetical, optically-thin limit,
discussed in the final sections of this paper, when the radiative forcing of each greenhouse
gas is proportional to its column density.

1.1 Altitude profiles
Radiation transfer in the cloud-free atmosphere of the Earth is controlled by only two factors:
(1) the temperature T = T (z) at the altitude z, and (2) the number densities, N{i} = N{i}(z)
of the ith type of molecule. Although the altitude profiles of temperature and number desities
vary with latitude and longitude, the horizontal variation is normally small enough to neglect
when calculating local radiative forcing.

Representative midlatitude altitude profiles of temperature [15], and greenhouse-gas
concentrations[16], are shown in Fig. 2. Altitude profiles directly measured by radioson-
des in ascending balloons [17] are always much more complicated than those of Fig. 2,
which can be thought of as appropriate average profiles for the year 2019. The tempera-
ture profile was approximated with five altitude segments with constant temperature lapse
rates, −dT/dz = [ 6.5, 0,−1,−2.8, 2.145 ] K km−1, between six altitude break points at
z = [ 0, 11, 20, 32, 47, 86 ] km.

On the left of Fig. 2 we have indicated the three most important atmospheric layers
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Figure 2: Left. A standard atmospheric temperature profile[15], T = T (z). The Earth’s
mean surface temperature is T (0) = 288.7 K . Right. Standard concentrations[16], C{i}

sd of
(3) for greenhouse molecules versus altitude z. At sea level the concentrations are 7750 ppm
of H2O, 1.8 ppm of CH4 and 0.32 ppm of N2O. The O3 concentration peaks at 7.8 ppm at an
altitude of 35 km, and the CO2 concentration was approximated by 400 ppm at all altitudes.

for radiative heat transfer. The troposphere extends from the surface to the tropopause
altitude, ztp, which varies from about ztp = 18 km at equatorial latitudes to about ztp = 8
km at the poles. For midlatitudes, a representative tropopause altitude is ztp = 11 km. The
temperature T decreases with altitude in the troposphere. A representative lapse rate for
midlatitudes is −dT/dz = 6.5 K km−1 as shown in Fig. 2. In the troposphere, convective
transport of sensible heat and the latent heat of water vapor, especially near the equator,
is as important as radiant heat transfer. Convecting parcels of air gain or lose little heat
so their entropy changes only slightly with altitude. On average, the entropy increases fast
enough with altitude to keep the troposphere buoyantly stable[18]. Air parcels that are
displaced in altitude will oscillate up and down with periods of a few minutes. However, at
any given time, large regions of the troposphere (particularly in the tropics) are unstable to
moist convection. In these regions, the release of latent heat in deep convective clouds brings
the vertical temperature profile close to that of a moist adiabat.

Above the troposphere is the stratosphere, which extends from the tropopause to the
stratopause, at a typical altitude of zsp = 47 km, as shown in Fig. 2. The temperature in
the stratosphere is nearly constant at low altitudes, but it increases at higher altitudes due
to the heating of ozone, O3, molecules by ultraviolet sunlight. The stratosphere is much
more stable to vertical displacements than the troposphere, and negligible moist convection
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occurs there.
Above the stratosphere is the mesosphere, which extends from the stratopause to the

mesopause at an altitude of about zmp = 86 km. With increasing altitudes, radiative cool-
ing, mainly by CO2, becomes increasingly more important compared to heating by solar
ultraviolet radiation. This causes the temperature to decrease with increasing altitude in
the mesosphere.

Above the mesopause, is the extremely low-pressure thermosphere, where convective
mixing processes are negligible. Temperatures increase rapidly with altitude in the ther-
mosphre, to as high as 1000 K, due to heating by extreme ultraviolet sunlight, the solar
wind and atmospheric waves. Polyatomic gases break up into individual atoms, and there is
gravitational stratification, with lighter gases increasingly dominating at higher altitudes.

The vertical radiation flux Z, which is discussed below, can change rapidly in the tro-
posphere and stratosphere. There can be a further small change of Z in the mesosphere.
Changes in Z above the mesopause are small enough to be neglected, so we will often refer
to the mesopause as “the top of the atmosphere” (TOA), with respect to radiation transfer.

Collision rates of molecules in the Earth’s troposphere and stratosphere are sufficiently
fast that a single local temperature T = T (z) provides an excellent description of the dis-
tribution of molecules between translational, vibrational and rotational energy levels. The
collision rates in the rarified upper mesosphere are slow enough that optical pumping and
ionization of the D layer by solar radiation can produce small departures from local thermo-
dynamic equilibrium (LTE)[19, 20]. But the departures have little effect on thermal radiation
transfer and we will neglect them.

1.2 Naturally occurring greenhouse gases
We will model the atmosphere as a mixture of the molecules of Table 1. The mass of the ith
type of molecule is

m{i} =
M{i}

nA

. (1)

where the molar masses, M{i}, are summarized in Table 1, and Avogadro’s number is nA =
6.022× 1023 .

We denote the number density of the ith type of molecule by N{i}. The total number
density of molecules is

N =
∑
i

N{i}. (2)

The concentrations C{i} of greenhouse gases are defined as

C{i} =
N{i}

N
, with

∑
i

C{i} = 1. (3)

Standard concentrations, C{i}
sd , based on observations[16], are shown as functions of altitude

on the right of Fig. 2.
The total concentrations δC of greenhouse molecules, and 1 − δC of non-greenhouse

molecules are
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i Molecule M{i} (g) N̂
{i}
sd (cm−2)

1 H2O 18.05 4.67× 1022

2 CO2 44.01 8.61× 1021

3 O3 48.00 9.22× 1018

4 N2O 44.01 6.61× 1018

5 CH4 16.03 3.76× 1019

6 N2 28.01 1.68× 1025

7 O2 32.00 4.50× 1024

8 Ar 39.95 2.00× 1023

Table 1: Some properties of the most important atmospheric gases, listed in the second
column. The molar masses, M{i}, of (1) are listed in the third column. The fourth column
lists the the standard column densities, N̂{i}

sd , defined by (11) for the standard altitude profiles
of Fig. 2.

5∑
i=1

C{i} = δC, and
8∑

i=6

C{i} = 1− δC. (4)

The mean mass m of an air molecule can be written as
m =

∑
i

m{i}C{i}

= (δC)m{g} + (1− δC)m{n}. (5)
The mean masses m{g} of greenhouse molecules, and m{n} of non-greenhouse molecules are

m{g} =
5∑

i=1

m{i}C{i}

δC
and m{n} =

8∑
i=6

m{i}C{i}

1− δC
(6)

Taking altitude-independent, standard values C{6}/(1−δC) = 0.7811 for N2, C{7}/(1−δC) =
0.2096 for O2, and C{8}/(1 − δC) = 0.0093 for Ar, and using (6) with the molar masses of
Table 1, the mean mass for non-greenhouse gases is found to be

m{n} = 4.809× 10−23 g. (7)
For the standard concentrations of greenhouse gases shown in Fig. 2, the average mass (5)
of an air molecule is a few parts per thousand lighter than m{n} at low altitudes, because
relatively light H2O molecules are the dominant admixture. Above the tropopause, the
average mass m is about four parts in ten thousand heavier than m{n} because relatively
heavy CO2 molecules are the main admixture.

1.3 Pressure and number density
Air can be approximated as an ideal gas for which the pressure p is related to the number
density N of (2) and the absolute temperature T by

p = kBNT. (8)
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Figure 3: Left. The pressure p of (10) at altitude z, corresponding to the temperature and
concentrations of Fig. 2. The pressures in hPa at the surface, tropopause, stratopause and
mesopause are approximately 1000, 200, 1 and 3 × 10−3 respectively. Right. The number
density N according to the ideal gas law (8), for the profile of pressure p in the left panel,
and for the profile of temperature T in Fig. 2.

Here Boltzmann’s constant is kB = 1.3806× 10−16 erg K−1.
We consider an ideal, horizontally uniform atmosphere at rest in hydrostatic equilibrium.

Then the infinitesimal drop in pressure, dp, over the increase in altitude from z to z + dz is
the weight per unit area of a slab of air of height dz, or

dp = −gmNdz = −gmp

kBT
dz. (9)

Here g is the downward acceleration of gravity at the altitude z. The atmosphere, with a
scale height of order 10 km, is very thin compared to the Earth’s radius, about 6370 km.
So for discussions of most atmospheric properties, we will approximate the acceleration with
the constant value g = 981 cm s−2.

Integrating (9) we find the barometric equation for the pressure versus altitude

p = p0 exp

(
−
∫ z

0

gm′

kBT ′dz
′
)
. (10)

At the altitude z′ the air temperature is T ′ and the mean mass of an air molecule is m′.
Negligible loss in accuracy comes from replacing the altitude-dependent m′ in (10) with the
constant value m{n} of (7). The left panel of Fig. 3 shows the pressure p of (10) which
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follows from the temperature profile of Fig. 2. The right panel of Fig. 3 shows the number
density N that follows from p, T and the ideal gas law (8).

The number densities N{i} = C{i}N depend strongly on the altitude z, both because of
the variation of the concentrations, illustrated in Fig. 2 and because of the rapid decrease
of number density N with altitude shown in Fig. 2. A simple measure of the quantity of
greenhouse gas i, is the column density

N̂{i} =

∫ zmp

0

dz N {i}. (11)

The column densities of the most important atmospheric molecules, corresponding to the
altitude profiles of Fig. 2, are shown in Table 1. The column densities are especially useful
if the relative concentration profiles of Fig. 2 are independent of the column density. We
will assume this to be the case in most subsequent discussions.

One can verify that the average weight per unit area of the atmospheric gases of Table 1
is the standard surface pressure,

p0 =
g

nA

∑
i

M{i}N̂{i} = 1.013 bar. (12)

The pressure unit is 1 bar = 106 dyne cm−2 = 105 Pa. Surface (sea-level equivalent) pres-
sures of p0 = 0.90 bar or less are occasionally recorded in tropical storms, and surface
pressures as high as p0 = 1.08 bar can occur during intense cold waves in Siberia.

1.4 Intensity and flux
The thermal-radiation power, d3P , at the altitude z, that passes upward through a horizontal
area increment dA, and propagates into a solid-angle increment dΩ, in the frequency interval
dν, is

d3P = Ĩ cos θ dAdΩ dν. (13)
As sketched in Fig. 4, the direction of propagation, along the unit vector n̂, is specified by
the colatitude (zenith) angle θ and the azimuthal angle ϕ. For downward radiation with
θ > π/2 the power increments are negative, d3P < 0. Here Ĩ = Ĩ(z, ν, θ) is the spectral
intensity. Chandrasekhar[4] calls Ĩ the specific intensity. The term radiance is also used
in the climate literature[22]. The frequency of infrared radiation is usually specified by its
spatial frequency, ν = 1/λ, the inverse of the wavelength λ of the radiation, in units of cm−1.
The solid-angle increment is

dΩ = dϕ sin θdθ = dϕ ς−2dς, (14)

where the secant of the zenith angle is

ς = sec θ. (15)

The upward spectral flux[4], often called irradiance in the climate literature[22], is

Z̃ =

∫
4π

dΩ

(
d3P

dAdΩ dν

)
=

∫
4π

dΩĨ cos θ. (16)
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Figure 4: Coordinate system for radiation transfer, as discussed in (13) – (16). The unit
vector along the direction of propagation, n̂, is related to the unit vectors x̂, ŷ and ẑ along
the three Cartesian axes by n̂ = x̂ sin θ cosϕ+ ŷ sin θ sinϕ+ ẑ cos θ.

Let Ĩ depend on θ, but not on the azimuthal angle ϕ. Then it is natural to write the
upward spectral flux (16) as the difference between an upwelling part Ũ and a downwelling
part D̃.

Z̃ = Ũ − D̃. (17)

The upwelling is
Ũ =

∫
θ<π/2

dΩ cos θ Ĩ(θ) = 2π

∫ ∞

1

dς ς−3Ĩ , (18)

where Ĩ = Ĩ(ς) and ς was given by (15). The downwelling is

D̃ = −
∫
θ>π/2

dΩ cos θ Ĩ(θ) = −2π

∫ −1

−∞
dς ς−3Ĩ . (19)

The terms upwelling and downwelling are widely used in the radiation-transfer literature to
describe the angle-integrals (18) and (19).

The spectral intensity Ĩ changes as light propagates through the atmosphere. Molecules
in lower energy levels make transitions to upper levels, absorb radiation, and decrease the
intensity. Molecules in upper levels make spontaneous or stimulated transitions to lower
levels, emit radiation, and increase the intensity. The net attenuation coefficient κ = κ(z, ν)
of radiation of frequency ν at altitude z is

κ =
∑
i

N{i}σ{i}. (20)
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Here σ{i} = σ{i}(z, ν) is the absorption cross section of a molecule of type i for radiation of
frequency ν at the altitude z. The cross section can depend strongly on altitude because
the temperature and pressure depend on altitude. Temperature controls the distribution of
the molecules between translational, rotational and vibrational states. Pressure, together
with temperature, determines the width of the molecular resonance lines. We can use the
attenuation coefficient (20) to define the vertical optical depth,

τ =

∫ z

0

dz′κ′, (21)

where κ′ = κ(z′, ν). The optical depth (21) is the number of factors of e by which radiation
of frequency ν would be attenuated if it propagated vertically upward from the surface at
altitude z = 0 to an altitude z. The optical depth from the surface to top of the radiative
atmosphere, the mesopause, is

τmp =

∫ zmp

0

dz′κ(z′, ν). (22)

The optical depth τ is a more convenient variable than altitude z for calculations and dis-
cussions of radiation transfer.

In thermal equilibrium, the spectral intensity Ĩ would be equal to the Planck brightness[4],

B̃(ν, T ) =
2hPc

2ν3

eνc hP/(kBT ) − 1
. (23)

In (23) hP = 6.6261× 10−27 erg s is Planck’s constant, and c = 2.9979× 1010 cm s−1 is the
speed of light.

If we approximate the solid Earth as a blackbody with a surface temperature T0, we can
let the spectral radiance at the surface be Ĩ0 = B̃0, where B̃0 = B̃(ν, T0) of (23). Since B̃0 is
independent of direction, (18) becomes

Ũ0 = 2π B̃0

∫ ∞

1

dς ς−3 = πB̃0. (24)

The total upwelling, integrated over all frequencies is

U0 =

∫ ∞

0

dν Ũ0 = π

∫ ∞

0

dν B̃0 = σSBT
4
0 . (25)

Using (23) in (25) gives the well-known formula[21] for the Stefan-Boltzmann constant in
terms of other fundamental constants

σSB =
2π5k4

B

15h3
Pc

2
. (26)

We will use the value σSB = 5.6704 × 10−8 W m−2 K−4 is the Stefan-Boltzmann constant.
We will not derive (26) here. Like Boltzmann and Stefan, take κ to be a quantity to be
determined from experimental observations.
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For cloud-free air, the intensity Ĩ changes with optical depth as described by the Schwarzschild
equation[4],

∂Ĩ

∂τ
= −ς(Ĩ − B̃). (27)

The Schwarzschild equation (27) is the scatter-free limit of a more general radiative-transfer
equation[4] for molecules in thermodynamic equilibrium, and with significant scattering as
well as absorption of radiation,

∂Ĩ

∂τ
= −ς

(
Ĩ − [1− ω̃]B̃ − ω̃

4π

∫
4π

p(n̂, n̂′)Ĩ ′dΩ′
)
. (28)

The spectral intensity Ĩ of (28) is propagating along the unit vector n̂, which is specified by
the angles θ and ϕ of Fig. 4. The probability that some of the intensity Ĩ ′, propagating in
the direction n̂′, is scattered into the direction n̂ is given by the phase function, p(n̂, n̂′) =
p(n̂′, n̂), normalized such that ∫

4π

p(n̂, n̂′)dΩ′ = 4π. (29)

For hypothetical isotropic scattering, the scattering phase function would be p(n,n′) = 1.
The single-scattering albedo of (28) is

ω̃ =
Γr

Γr + Γc

. (30)

where Γr is the radiative energy loss rate of an excited greenhouse gas molecule, and Γc is
the collisional loss rate. From Table 8 in the Appendix, we see that for all of the important
natural greenhouse gases, the spontaneous radiation rates are relatively small, Γr < 103

s−1. The collisional energy transfer rates, Γc, which are somewhat larger than gas-kinetic
collision rates, are Γc ∼ 109 s−1 at the surface, and Γc ∼ 106 s−1 at the lower pressure of the
stratopause. Therefore, the single-scattering albedo of (30) is very small, ω̃ < 10−3, and it
is an excellent approximation to set ω̃ = 0 in (28) to get (27).

Thermal radiation in Earth’s atmosphere is almost never in thermal equilibrium, with
Ĩ = B̃. If Ĩ > B̃ in (27), absorption exceeds spontaneous emission, heat is deposited in the
molecules, and the intensity is attenuated. If Ĩ < B̃, spontaneous and stimulated emission
exceed absorption, heat is extracted from the molecules and the intensity is amplified. An
altitude interval dz corresponds to an interval dl = dz ς of propagation distance. So nearly
horizontal rays with large secants, |ς| ≫ 1, approach the local Planck spectral intensity more
rapidly than rays moving vertically upward or downward, which have |ς| = 1. This is the
reason for the “limb darkening” of the Sun[24].

The solution to (27) for upward intensity, with ς > 0, can be written as the sum of a
contribution Ĩs of intensity emitted by the surface at altitude z = 0, and by a contribution
Ĩv of intensity emitted by greenhouse molecules in the volume of air between the surface and
the observation altitude z ≥ 0 where the optical depth is τ .

Ĩ = Ĩs + Ĩv. (31)
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The surface contribution is

Ĩs = e−ςτ B̃0

= B̃0 − ς

∫ τ

0

dτ ′B̃0e
−ς(τ−τ ′). (32)

The volume contribution is
Ĩv = ς

∫ τ

0

dτ ′B̃′e−ς(τ−τ ′). (33)

Here B̃′ = B̃(ν, T ′), T ′ = T (z′) and τ ′ = τ(z′, ν). The total spectral intensity of (31),
Ĩ = Ĩ(θ) for upward intensity, with θ < π/2 and ς ≥ 1, is therefore

Ĩ = B̃0 + ς

∫ τ

0

dτ ′[B̃′ − B̃0]e
−ς(τ−τ ′). (34)

According to (34), for an isothermal atmosphere with a temperature T ′ at altitude z′ equal
to the surface temperature T0, and therefore with B̃′ = B̃0, the upward intensity Ĩ =
Ĩ(θ) is equal to the Planck intensity, B̃0 at the surface. The atmosphere is much like the
“disappearing-filament” of optical pyrometers, designed to remotely measure temperatures
of surfaces hot enough to emit visible radiation[25].

For downward radiation, with ς < 0, the “surface radiation” is the microwave background
radiation from outer space, which is very well-described as blackbody radiation[23]. Averaged
over all incoming directions, the cosmic blackbody radiation has a temperature, T∞ = 2.725
K, about a hundred times smaller than typical surface temperatures. According to (25), the
flux from space will be approximately 108 times weaker than the flux from Earth’s surface.
Therefore, for downward radiation with ς < 0, the intensity (31) is essentially all due to
volume emission from greenhouse molecules above the observation altitude, and the analog
of (34) is

Ĩ = −ς

∫ τmp

τ

dτ ′B̃′e−ς(τ−τ ′). (35)

Substituting the expression (34) into (18) we find that the spectral upwelling is

Ũ = πB̃0 + 2π

∫ τ

0

dτ ′E2(τ − τ ′)[B̃′ − B̃0]. (36)

Here E2(τ) is an exponential integral. Exponential integrals occur naturally in the discussion
of radiative transfer in planetary and stellar atmospheres, where they account for the slant
paths of radiation between different altitudes. They can be defined (see Appendix 1 of
Chandrasekhar[4] or 5.1.4 of Abramowitz[26]) by

En(τ) =

∫ ∞

1

dς ς−n e−ςτ . (37)

Modern mathematical software packages often include the exponential integrals E1(x), along
with other built-in functions like sin(x), ln(x), etc. The function E1(z) + ln z has the power
series,
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Figure 5: Attenuation functions for radiative transfer calculations. According to (32) and
(33), for radiation propagating with a zenith angle, θ = sec−1 ς < π/2, at an optical depth
τ , the surface contribution to the intensity Ĩ is attenuated by a factor e−ςτ and the contri-
bution from greenhouse molecules at the optical depth τ ′ is attenuated by a factor e−ς(τ−τ ′).
According to (44) the surface contribution to the flux Z̃ is attenuated by a factor 2E3(τ)
and the contributions from greenhouse-gas molecules, at optical depth τ ′, are attenuated by
a factor E2(|τ − τ ′|). The exponential integral functions En(x) are defined by (37).

E1(z) + ln(z) = −γ −
∞∑
n=1

(−z)n

nn!
, (38)

that converges everywhere in the finite z plane. Here the Euler-Masheroni constant is

γ = lim
n→∞

[
n∑

k=1

1

k
− ln(n)

]
= 0.57721 . . . (39)

One can evaluate E2, E3, etc. from E1 by repeated applications of the identity

nEn+1(x) = e−x − xEn(x). (40)

Integrating (37) by parts is one way to prove (40). Of particular interest are

E2(x) = e−x − xE1(x), (41)
2E3(x) = (1− x)e−x + x2 E1(x). (42)

Substituting (35) into (19) gives the downwelling spectral flux

D̃ = 2π

∫ τmp

τ

dτ ′E2(τ
′ − τ)B̃′. (43)
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The net flux (17) is the difference between (36) and (43),

Z̃ = 2πB̃0E3(τ) + 2π

∫ τ

0

dτ ′E2(τ − τ ′)B̃′ − 2π

∫ τmp

τ

dτ ′E2(τ
′ − τ)B̃′. (44)

In using (36) to write (44) we noted that∫ τ

0

dτ ′E2(τ − τ ′) =

∫ τ

0

dτ ′E2(τ
′)

=

∫ τ

0

dτ ′
∫ ∞

1

dς ς−2e−ςτ ′

=

∫ ∞

1

dς ς−2
(
ς−1 − ς−1e−ςτ

)
=

1

2
− E3(τ). (45)

The expression (44) has been known for a long time. For example, it can be found in
the NASA reports by Yoshikawa[27] and Buglia[28]. The corresponding expression for an
atmosphere where scattering cannot be neglected is more complicated and harder to solve.

The spectral forcing, F̃ = F̃ (z, ν), is defined as the difference between the spectral flux
πB̃0 = πB̃(ν, T0) through a transparent atmosphere from a black surface with temperature
T0, and the spectral flux Z̃ of (44) for an atmosphere with greenhouse gases,

F̃ = πB̃0 − Z̃

= 2π

∫ τ

0

dτ ′E2(τ − τ ′)[B̃0 − B̃′] + 2π

∫ τmp

τ

dτ ′E2(τ
′ − τ)B̃′. (46)

If the spectral flux Z̃ decreases increases with altitude, energy is conserved by atmospheric
heating or cooling. The spectral heating rate of atmospheric models is

R̃ = −∂Z̃

∂z
=

∂F̃

∂z
. (47)

The frequency integrals of the flux (44) the forcing (46) and the heating rate (47) are

Z =

∫ ∞

0

dν Z̃, (48)

F =

∫ ∞

0

dν F̃ = σSBT
4
0 − Z, (49)

R =

∫ ∞

0

dν R̃ = −dZ

dz
=

dF

dz
. (50)

2 Line by Line Computations
The cross sections σ{i} of (20) are the sums of cross sections for all possible transitions from a
lower level l of energy El and an upper level u of energy Eu of the same greenhouse molecule
i. In this section, and subsequently, we will omit the superscript {i} when it is clear from the
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context that we are talking about a specific greenhouse molecule. Denote the Bohr (spatial)
frequency νul by

νul =
Eul

hPc
, where Eul = Eu − El. (51)

The energy of a resonant photon is Eul.

2.1 Cross sections
The cross section, σ{i} = σ, for the ith type of greenhouse molecule is normally written as
the sum of partial cross sections σul, corresponding to each Bohr frequency νul,

σ =
∑
ul

σul. (52)

The partial cross section, σul, is assumed to be the product of a line-shape function, Gul =
Gul(ν, τ ), and a line intensity, Sul = Sul(T ),

σul = GulSul. (53)

The line shape functions, Gul, are normalized to have unit area,∫ ∞

0

Guldν = 1. (54)

The units of Gul are cm. The theoretical value for the line intensity is

Sul = ηuπrefulWl

(
1− e−νul/νT

)
=

ηuWuΓulEul

4πB̃ul

. (55)

In (55), re = e2/(mec
2) = 2.818 × 10−13 cm is the classical electron radius, where e is the

elementary charge and me is the electron mass. The units of Sul are cm. In (55) we designate
the isotopologue fractions by ηu = ηl. The energy of a resonant photon is Eul. Different
isotopologues, for example 16O 12C 16O and 16O 13C 16O, will have different sets of Bohr
frequencies νul. The most abundant isotopologues for CO2 are

ηul =


0.9843 for 16O 12C 16O
0.0110 for 16O 13C 16O
0.0040 for 16O 12C 18O
0.0007 for 16O 12C 17O.

(56)

The last term of (55) contains the spectral intensity at the frequency νul,

B̃ul = B̃(νul, T ). (57)

The probability Wn (with n = u or n = l) to find a molecule in the vibration-rotation level
n is

Wn =
gne

−En/kBT

Q
. (58)
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Figure 6: Reference line intensities, S{r}
ul of (63) for the most important greenhouse gases,

H2O, CO2, O3, N2O and CH4 from the HITRAN data base [31]. The horizontal coordinate of
each point represents the Bohr frequency νul of a transition from an upper level u to a lower
level l. The vertical coordinate of the point is the line intensity. For greater clarity we have
plotted only 1/10, chosen at random, of the extremely large number of O3 line intensities.
The numbers of lines (in parenthesis) used for this work were: H2O (31,112), CO2 (20,569),
O3 (210,295), N2O (43,152) and CH4 (43,696). The smooth line is the Planck spectral
intensity, B̃ of (23) in units of mW cm m−2 sr−1 for the HITRAN reference temperature,
T {r} = 296 K.

Here gn is the statistical weight of the level n, the number of independent quantum states
with the same energy En. For molecules in the level n, the statistical weight can be taken
to be

gn = (2jn + 1)kn, (59)
where jn is the rotational angular-momentum quantum number, and kn is the nuclear de-
generacy factor, that depends on the spins of the nuclei and whether they are identical or
not. The partition function, Q = Q(T ), of the molecule is

Q =
∑
n

gne
−En/kBT . (60)

The oscillator strength, ful, of (55) is related to the matrix elements of the electric dipole
moment M of the molecule, between the upper-energy basis state |jumu⟩ with azimuthal
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quantum number mu and the lower-energy basis state |jlml⟩, by

ful =
4πνul
3glc reℏ

∑
muml

⟨umu|M|l ml⟩ · ⟨l ml|M|umu⟩. (61)

The quantum numbers mu label the various degenerate substates of the upper level u, and
the ml label the substates of the lower level l. If the levels are characterized by rotational
quantum numbers ju and jl, the quantum numbers mu and ml can be thought of as the
corresponding azimuthal quantum numbers, for example, mu = ju, ju − 1, . . . ,−ju.

The rate of spontaneous emission of photons when the molecule makes transitions from
the upper level u to the lower level l is Γul, the same as the Einstein A coefficient, Γul = Aul

[29, 30]. The spontaneous emission rate is related to the corresponding oscillator strength
by

Γul =
8π2c reν

2
ulfulgl

gu
. (62)

Theoretical molecular physics is not sufficiently well developed to use (61) to calculate
oscillator strengths with the accuracy needed for radiation-transfer modelling. Instead, line
intensities are determined from experimental measurements. Millions of molecular transi-
tions that contribute to the infrared opacity of the atmosphere have been carefully measured,
parameterized and archived in the HITRAN data base[31] .

From inspection of (55) we see that the line intensity Sul = Sul(T ) at some arbitrary
temperature T is related to the intensity, S

{r}
ul = Sul(Tr) at a reference temperature T {r}

where the partition function of (60) is Q{r} = Q(T {r}) by

Sul = S
{r}
ul

Q{r}

Q

(
e−El/kBT

e−El/kBT {r}

)(
1− e−νul/νT

1− e−νul/νT{r}

)
. (63)

Data bases include line intensity values S{r}
ul , Bohr frequencies νul, lower-state energies El of

all transitions, pressure-broadening coefficients, and other useful parameters. Fig. 6 shows
some of the reference line intensities[31] used in this paper.

2.2 Line shapes
It is convenient to write the lineshape function as the product of a “core” profile Cul = Cul(ν)
and a wing-suppression factor, χul = χul(ν),

Gul = Culχul. (64)

Core functions. The core function is normally taken to be a Doppler-broadened Lorentzian,
often called a Voigt profile[32]. The velocity v of the molecule toward the source of radiation
shifts the resonant frequency (51) to νul(1 + v/c). If we average over a Maxwellian distribu-
tion of velocities for molecules of mass m at the temperature T we find that a unit-area core
function has the form

Cul =
µul

π

√
m

2πkBT

∫ ∞

−∞

e−mv2/2kBTdv

µ2
ul + (ν − νul[1 + v/c])2

=

√
ln 2

∆νul
√
π
ℜ[w(zul)], (65)
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The half width at half maximum of a purely Doppler-broadened line is

∆νul = νul

√
2kBT ln 2

mc2
≈ 0.0005 cm−1 (66)

Here the representative Doppler half width, 0.0005 cm−1, is for a resonance frequency νul of
the 667 cm−1 band of a CO2 molecule near the cold mesopause.

The half-width at half maximum, µul, of the Lorentzian function in the first line of (65) is
almost entirely due to collisions. The contribution to µul from spontaneous radiative decay,
discussed in Appendix A, is negligible for altitudes below the mesopause. For the bending
mode of CO2, representative values[33] of µul at atmospheric pressure p are

µul ≈ 0.07
p

p0
cm−1. (67)

Here p0 = 1 bar, the approximate atmospheric pressure at mean sea level. The pressure-
broadening coefficients are often included in data bases. They depend somewhat on temper-
ature and on the particular resonance, ul, involved.

For (65), a small, temperature-dependent pressure shift[33] must be added to the free-
molecule Bohr frequency of (51), which we denote by ν

{0}
ul , to define resonance frequency

νul = ν
(0)
ul + δul p/p0. (68)

The magnitude of the pressure-shift coefficient δul, which is sometimes tabulated in data
bases, is of order

|δul| ≈ 0.001 cm−1, (69)
comparable to the Doppler half width (66). The small pressure shifts have negligible influence
on radiative forcing calculations, but the pressure-broadening coefficients of (67) have a large
effect on the transition of absorption lines from collision broadened in the troposphere and
stratosphere, to Doppler broadened near the mesopause.

For the upper mesosphere, where the linewidth is dominated by Doppler broadening, it
is convenient to use the Faddeeva function w(z) [26], which is defined for arguments z in the
upper half of the complex z plane (ℑz ≥ 0), the only situation of interest to us, by

w(z) =
1

iπ

∫ ∞

−∞

e−s2ds

s− z
. (70)

The integral extends along the real s axis. The argument zul of the Faddeeva function of
(65) is the dimensionless complex number

zul =

√
ln 2(ν − νul + iµul)

∆νul
. (71)

Fast and accurate computer algorithms [34] based on (70) have been developed to evaluate
the Faddeeva functions w(z) of (65) for any value of zul.

For most of the atmosphere, |zul| ≫ 1 , even at exact resonance when zul = i
√
ln 2µul/∆νul.

Under these conditions we can use the asymptotic expression

w(z) ∼ i

z
√
π

for |z| ≥ 10. (72)
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and we can approximate the core function (65) with the Lorentzian profile

Cul =

√
ln 2

π∆νul
ℜ
(

i

zul

)
=

µul/π

µ2
ul + (ν − νul)2

. (73)

For the very low pressures of the upper mesosphere, the parameter zul of (71) is nearly
real, in the sense that ℑ(zul) ≪ 1. Under these conditions the real part of the Faddeeva
function of (65) is very nearly ℜ[w(zul)] = e−z2ul , and the core function (65) becomes the
Gaussian profile

Cul =

√
ln 2√

π∆νul
e−[

√
ln 2(ν−νul)/∆νul]

2

. (74)

Wing-suppression functions Lorentz profiles like (73) give far too much absorption for
large detunings |ν − νul|, so it is necessary to include wing-suppression factors χ in the ex-
pression (64) for the lineshape function [35, 36]. Lorentzian line shapes come from assuming
an infinitely short collision duration, but in fact collisions take a few ps for completion. The
collisional interactions that lead to wing-suppression are not known well enough for reliable
theoretical calculations, so we will use the empirical wing-suppression factor

χul(ν) = sech2([ν − νul]/ϖ). (75)

Measurements on bands of CO2, for example by Edwards and Strow [37], suggest that the
far wings decrease approximately exponentially with detuning, |ν − νul|, as does the wing-
suppression function (75). We used the width parameter ϖ = 2 cm−1, corresponding to a
collision duration of a few picoseconds.

2.3 Numerical methods
The equations for radiation transfer, (34) or (44) are too complicated to be solved analyti-
cally, but they can be solved numerically. The basic steps we use are:

1. At a given frequency ν, cross sections σ of (52) are calculated as a function of altitude
z. This is a time-consuming step since one must sum over the tens of thousands of
contributions σul of (53). One must evaluate temperature-dependent line intensities,
Sul, of (63) from the line intensities, S{r}

ul at the reference temperature Tr and from other
parameters of the HITRAN data base[31]. A pressure-and-temperature-dependent
lineshape function Gul of (64) must also be evaluated. The cross sections σul can vary
by orders of magnitude with altitude z, because of the variation of temperature shown
in Fig. 2 and the variation of pressure shown in Fig. 3.

2. The cross section σ{i} of the ith type of greenhouse gas, together with the altitude
profiles N{i} of Fig. 2 are used to calculate the altitude-dependent attenuation rate κ
of (20). It turns out that lnκ varies sufficiently smoothly in the 5 altitude segments of
Fig. 2, that it is possible to use only 11 sampling altitudes, the 6 segment end points
and the five midpoints, to accurately represent lnκ, within the segment s as lnκ =
a1sz

2+a2sz+a3s. The 15 polynomial coefficients, aks, give an excellent parametrization
of lnκ for each frequency ν.
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3. The parameters aks obtained in the previous step are used to calculate sample attenua-
tion coefficients, κi = elnκi , at finely-spaced altitude samples, zi, typically 100 samples
for each segment of Fig. 2 or 501 altitude samples in total.

4. The κi are used to calculate sample optical depths τi from (21) and numerical inte-
gration, an example of which is shown in Fig. 7(b). Sample values B̃i of the Planck
brightness of (23) also are calculated from sample temperatures Ti of Fig. 2, as shown
in Fig. 7(a).

5. The convolutions (33) or (44) of the Planck brightness B̃ with the response functions
e−|ς(τ−τ ′)| or E2(|τ − τ ′|), for Ĩ and Z̃ respectively, are discretized, with appropriate
account of the cusps at |τ − τ ′| = 0.

6. The discrete convolutions are evaluated with the aid of fast Fourier transforms to get
Z̃i at each of the 501 altitude samples, zi, as shown in Fig. 7(c).

3 Intensity, Flux and Heating Rates
In this section we discuss model atmospheres with greenhouse-gas concentrations comparable
to those of the year 2019. The spectral flux Z̃ of (44), the key descriptor of radiative-transfer,
has a complicated dependence on frequency ν, on altitude z, on the altitude profiles of
the temperature T and greenhouse gas concentrations C{i}, and on latitude. We begin by
discussing how Z̃ and related quantities depend on the altitude z.

3.1 Altitude dependence of B̃, Z̃ and R̃

According to (44), if we use the optical depth τ as a measure of altitude z, the Planck
brightness B̃ serves as a source term for the flux Z̃, which consists of:

1. The surface blackbody flux, πB̃0 for unit emissivity, attenuated by a factor 2E3(τ).
The response function 2E3(τ), defined by (42), is sketched in Fig. 5.

2. Upwelling flux increments, 2πB̃′dτ ′ emitted by molecules at lower altitudes between
z′ and z′ + dz′, or between optical depths τ ′ and τ ′ + dτ ′, are attenuated by a factor
E2(τ − τ ′), defined by (41) and shown in Fig. 5.

3. Downwelling flux increments, −2πB̃′dτ ′ emitted by molecules at higher altitudes be-
tween z′ and z′ + dz′, or between optical depths τ ′ and τ ′ + dτ ′, are attenuated by a
factor E2(τ

′ − τ).

Most of the infrared radiation reaching the top of the atmosphere is emitted near an
emission height, ze, which is defined, for τmp > δτe, by

τmp(ν)− τ(ze, ν) = δτe, (76)

where
δτe = 0.2674, (77)

21



0 0.5 1
0

20

40

60

80

100

0 0.5 1
0

20

40

60

80

100

0 0.5 1
0

20

40

60

80

100

-10 0 10
0

20

40

60

80

100

Figure 7: Altitude profiles for radiation of frequency ν = 690 cm−1 of: (a) the Planck
spectral brightness B̃ of (23) in units of the surface brightness, B̃0 = 129.6 i.u. For brevity,
we will occasionally use the spectral intensity unit, 1 i.u. = 1 mW m−2 cm sr−1 ; (b) the
optical depth τ of (21) in units of the depth τmp = 83.1 from the surface to the mesopause,
the top of the radiative atmosphere: (c) the spectral flux Z̃ of (44) in units of πB̃0; and (d)
the spectral heating rate R̃ of (47). The spectral heating unit is 1 h.u. = 1 mW m−2 cm
km−1. The dashed red lines show the emission height ze = 19.3 km of (76), where upwelling
radiation of greenhouse gases is attenuated by a factor of 1/2 before reaching the top of the
atmosphere.

and where τ and τmp were defined by (21) and (22). For the optical depth increment δτe of
(77) the attenuation function (41) for the flux from greenhouse gases has the value E2(δτe) =
1/2, so half of the radiation emitted by greenhouse gases at the emission height can escape
to space.

For the standard atmosphere, the optical depths of (22) can be extremely large, τmp ≫
δτe, at “blanket” frequencies ν near the centers of the absorption bands of greenhouse gases.
For blanket frequencies the emissions heights ze of (76) are at high altitudes. The extreme
opposite of a blanket frequency is a “window” frequency, where there is little absorption by
greenhouse gases, and τmp ≤ δτe. For window frequencies, we can set ze = 0, and assume
that most radiation reaching space comes from the surface, with minor contributions from
greenhouse gases.

As an illustrative example, Fig. 7(a) shows the altitude dependence of B̃, which is
determined by the temperature T = T (z) of Fig. 2 in accordance with (23). For all four
panels the frequency is ν = 690 cm−1. The brightness B̃ decreases rapidly from the surface
to the tropopause because of the drop in temperature. There is a secondary maximum of B̃
at the stratopause, the altitude of maximum heating of O3 by solar ultraviolet radiation.

Fig. 7(b) shows how the optical depth τ depends on the altitude z in accordance with
(21). The total optical depth from the surface to the mesopause is τmp = 83.1. At the
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Figure 8: Spectral fluxes Z̃, like those of Fig. 7, for other representative frequencies, ν : (a)
τmp = 2.30, ze = 2.9 km, B̃o = 134.2 i.u.; (b) τmp = 51687, ze = 85.3 km, B̃o = 131.8 i.u.;
(c) τmp = 0.016, ze = 0 km, B̃o = 86.4 i.u.; (d) τmp = 7.11, ze = 34.0 km, B̃o = 79.3 i.u..
Here the spectral intensity unit is 1 i.u. = 1 mW m−2 cm sr−1.

emission height, ze = 19.3 km, the optical depth is τ = τmp − δτe = 82.8, or τ/τmp = 0.996,
as marked by the blue circle.

Fig. 7(c) shows the altitude dependence of the spectral flux Z̃ of (44). Near the surface,
the upwelling spectral flux, πB̃0 = 407 mW m−2 cm is nearly canceled by almost equal and
opposite downwelling flux from greenhouse gases in the atmosphere above. The spectral
flux increases modestly with altitude in the troposphere, and it reaches a maximum at the
tropopause at z = 11 km. Z̃ drops to nearly zero from 11 km to 15 km. From about 15 km
to 30 km, altitudes near the emission height ze = 19.3 km, the flux Z̃ increases rapidly to
its asymptotic value in the higher atmosphere.

Fig. 7(d) shows the altitude dependence of the spectral heating rate, R̃, of (47). At
most altitudes in the troposphere , R̃ < 0, which means that radiation at the frequency
ν = 690 cm−1 is being amplified in the troposphere at the expense of heat extracted from
greenhouse-gas molecules. There is a narrow spike of heating around the tropopause. The
cooling rate, −R̃, maximizes near the emission height ze = 19.3 km, where the upwelling
radiation of greenhouse molecules is attenuated by a factor of 1/2.

The altitude profiles of Z̃ for a few other representative frequencies are shown in Fig.
8. Fig. 8(a) shows a moderate blanket frequency ν = 500.5 cm−1, where the optical depth,
τmp = 2.30, is moderately larger than the emission depth, δτe = 0.2673, of (76). The
emission height ze = 2.9 km is in the lower troposphere. From inspection of Fig. 6, we see
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that transitions of the pure rotation spectrum of H2O dominate the atmospheric opacity at
the frequency, ν = 500.5 cm−1.

Fig. 8(b) shows an extreme blanket frequency, with an optical depth τmp = 51, 687, and
an emission height ze = 85.3 km, just below the mesopause. As one can see in Fig. 9, the
opacity at the frequency, ν = 667.4 cm−1, is mostly due to a Q-branch vibration-rotation
transition of CO2, with rotational angular momentum j = 4 in the initial and final states.
The intense cooling rate, −R̃ = ∂Z̃/∂z, near the top of the atmosphere helps to drive down
the temperature of the mesopause.

Fig. 8(c) shows an extreme window frequency, ν = 971 cm−1, where the optical depth
is only τmp = 0.016. At this frequency, and in the absence of clouds, surface radiation
reaches space with negligible attenuation by greenhouse gases. One of the infrared images
of the Earth’s disk, provided by geosynchronous satellites[39], is in a band centered on the
wavelengh λ = 1/(971 cm−1) = 10.3µm, the “clean infrared window.”

Fig. 8(d) shows a blanket frequency, ν = 1016.2 cm−1, with a moderate optical depth
τmp = 7.11 in the O3 band. Not surprisingly, the emission height, ze = 34 km is in the
upper stratosphere, where Fig. 2 shows that the O3 concentration maximizes and heating by
ultraviolet sunlight keeps the temperature higher than in the lower stratosphere. Downward
spectral flux from the emission height contributes to pronounced spectral heating of the lower
stratosphere. This is in contrast to the radiative cooling that characterizes most frequencies
and most altitudes.

3.2 Frequency dependence of Z̃ and Ĩ

Fig. 9 shows the spectral flux, Z̃, and π times the vertical spectral intensity, Ĩ, for θ = 0.
These were calculated at the mesopause altitude zmp = 86 km, the top of the radiative
atmosphere, with (44) and (34), for frequencies from 667.3 cm−1 to 667.5 cm−1, where most
of the absorption is due to CO2 molecules.

The five prominent resonances of Fig. 9 are Q-branch absorption lines of the most
abundant isotopologue, 16O12C16O, near the mesopause, where the pressure is low enough
that Doppler broadening (66) determines the line width. The rotational quantum numbers
j for ∆j = 0 transitions from lower vibrational states of the bending mode and upper states
with one unit of vibrational excitation, are j = 2, 4, 6, . . .. Odd values of j are forbidden
because of the identical 16O atoms with nuclear spin I = 0. The resonances are thermal-
infrared analogs of the Fraunhofer dark lines of the sun [38]. The resolution of most satellite
spectrometers is far too coarse to resolve these Q absorption lines.

For frequencies between the Q resonances, most of the flux and intensity is from near
the stratopause at an altitude of zsp = 47 km, where there is a temperature maximum
T (z) = 271.2 K, as can be seen from Fig. 2. The very weak fluxes for frequencies near the
minima of the narrow Q lines are from molecules near the mesopause, at an altitude of 86
km, where the temperature reaches its minimum value of 187.5 K. An example is shown in
Fig. 8(b).

The dashed red line shows the flux, πB̃, of a blackbody at the temperature of T = 288.7
K of the surface. This is the flux that would be observed at the top of a hypothetical
atmosphere with no greenhouse gases.

A spectrometer in a satellite can measure the upward spectral intensity Ĩ(θ) of (34) at
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Figure 9: Mesopause (zmp = 86 km) values of the spectral flux Z̃ of (36) and of πĨ(θ), the
upward intensity (34) with θ = 0 and ς = sec θ = 1. If the intensity Ĩ(θ) were independent
of the angle θ, the two curves would be identical. Most of the flux is from CO2 molecules in
the stratosphere and mesosphere at emission heights ze given by (76). The dashed red curve
is the flux for a transparent atmosphere if the surface temperature is T0 = 288.7 K.

the top of the atmosphere for radiation in a narrow solid-angle increment, dΩ, making an
angle θ with the vertical, as sketched in Fig. 4. In analogy to (24), if Ĩ(θ) were independent
of θ we would have Z̃ = πĨ(0). But as shown in Fig. 9, πĨ(0) and Z̃ differ by a few per cent
because the intensity Ĩ(θ) does depend on θ.

For radiation frequencies near the centers of the strong Q lines, the absorption cross
section σ is so large that only CO2 molecules close to the top of the atmosphere can contribute
to Ĩ or Z̃, as illustrated in Fig. 8(b). Intensities, Ĩ(θ), with more slanted paths, θ > 0 will be
weaker than the intensity Ĩ(0) of vertical paths, with θ = 0, since vertical paths have more
contributions from molecules in the deeper, warmer mesosphere. There is “limb darkening,”
like that of the visible spectral intensity of the Sun[24], and Z̃ < πĨ(0).

At the lowest frequency displayed in Fig. 9, the attenuation is small enough that the
vertical intensity comes from the cold lower stratosphere. Then slant paths with θ > 0
allow more CO2 molecules near the warm stratopause to contribute to Ĩ(θ). There is “limb
brightening,” for moderately positive values of θ, and Z̃ > πĨ(0).

As one can see from Fig. 9, to accurately model the frequency dependence of Z̃ or Ĩ one
needs several frequency samples per Doppler half-width (66) or about 1 frequency sample per
0.0001 cm−1. But such extremely high resolution is not needed to calculate the frequency-
integrated forcings F of (49). We have found empirically that frequency sampling intervals
of δν = 0.1 cm−1 are adequate to give values of ⟨F̃ ⟩ from (78), that are within about 0.1%
of the values obtained with δν = 0.0001 cm−1. Using a resolution of 0.1 cm−1 instead of
0.0001 cm−1 speeds up the calculation by a factor of 1000, which allows one to use laptop
computers for the computations illustrated in this paper.
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Figure 10: Effects of changing concentrations of carbon dioxide, CO2 on the filtered spectral
flux ⟨Z̃{i}(ν, zmp, f)⟩ of (82) at the mesopause altitude, zmp = 86 km. The width of the filter
(81) was ∆ν = 3 cm−1. The smooth blue line is the spectral flux, Z̃ = πB̃(ν, T0) from a
surface at the temperature T0 = 288.7 K for a transparent atmosphere with no greenhouse
gases. The green line is ⟨Z̃{i}(ν, zmp, 0)⟩ with the CO2 removed but with all the other
greenhouse gases at their standard concentrations. The black line is ⟨Z̃{i}(ν, zmp, 1)⟩ with all
greenhouse gases at their standard concentrations. The red line is ⟨Z̃{i}(ν, zmp, 2)⟩ for twice
the standard concentration of CO2 but with all the other greenhouse gases at their standard
concentrations. Doubling the standard concentration of CO2 (from 400 to 800 ppm) would
only cause a forcing increase (the area between the black and red lines) of ∆F {i} = 3.0 W
m−2, as shown in Table 2.

3.3 Filtered spectral flux, ⟨Z̃⟩
High resolution spectrometers on satellites seldom provide measurements of intensity Ĩ with
resolutions less than 1 cm−1, but still much coarser than the resolution of the model calcu-
lation of Fig. 9 . For comparison of modeled spectral quantities X̃ (e.g. Ĩ , Z̃, F̃ , R̃) with
observations, or simply for convenience in plotting graphs, it is useful to use the filtered
spectral quantities,

⟨X̃⟩(z, ν) =
∫ ∞

0

dν ′J(ν, ν ′)X̃(z, ν ′). (78)

The filter function J(ν, ν ′) is designed to smooth out sharp changes with frequency. It is
normalized so that ∫ ∞

−∞
dνJ(ν, ν ′) = 1. (79)
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Figure 11: Effects of changing concentrations of nitrous oxide, N2O, on the filtered spectral
flux ⟨Z̃{i}(ν, zmp, f)⟩ of (82) at the mesopause altitude, zmp = 86 km. The blue and black
lines have the same meanings as for Fig. 10. The green line is ⟨Z̃{i}(ν, zmp, 0)⟩ with the N2O
removed but with all the other greenhouse gases at their standard concentrations. The red
line is ⟨Z̃{i}(ν, zmp, 2)⟩ with twice the standard concentration of N2O but with all the other
greenhouse gases at their standard concentrations. Doubling the standard concentration
of N2O would only cause a forcing increase (the area between the black and red lines) of
∆F {i} = 1.1 W m−2, as shown in Table 2.

From (78) and (79) we see that the unfiltered spectral flux Z̃ and filtered spectral flux
⟨Z̃⟩ have the same frequency integral

Z =

∫ ∞

0

dνZ̃ =

∫ ∞

0

dν ⟨Z̃⟩, (80)

and represent the same total flux Z.
We found it convenient to use Gaussian filter functions with a width parameter ∆ν,

J(ν, ν ′) =
e−(ν−ν ′)2/2∆ν2

√
2π∆ν

. (81)

The effects on radiative transfer of changing the column density of the ith greenhouse
gas to some multiple f of the standard value, N̂{i}

sd , can be displayed with filtered spectral
fluxes

⟨Z̃{i}(ν, z, f)⟩ = ⟨Z̃(ν, z, N̂{1}
sd , . . . , N̂

{i−1}
sd , fN̂

{i}
sd , N̂

{i+1}
sd , . . . , N̂

{n}
sd )⟩. (82)
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Figure 12: Effects of changing concentrations of methane, CH4, on the filtered spectral flux
⟨Z̃{i}(ν, zmp, f)⟩ of (82) at the mesopause altitude, zmp = 86 km. The blue and black lines
have the same meanings as for Fig. 10. The green line is ⟨Z̃{i}(ν, zmp, 0)⟩ with the CH4

removed but with all the other greenhouse gases at their standard concentrations. The red
line is ⟨Z̃{i}(ν, zmp, 2)⟩ with twice the standard concentration of CH4 but with all the other
greenhouse gases at their standard concentrations. Doubling the standard concentration
of CH4 would only cause a forcing increase (the area between the black and red lines) of
∆F {i} = 0.7 W m−2, as shown in Table 2.

Figures 10 – 12 show how varying the concentrations of CO2, N2O and CH4 affect the filtered
spectral fluxes at the mesopause altitude, zmp = 86 km. Expanded views of the differences
between the flux for standard and doubled concentrations of greenhouse gases are shown in
Fig. 13, where we display

⟨∆F̃ {i}(zmp, 2)⟩ = ⟨Z̃{i}(ν, zmp, 1)⟩ − ⟨Z̃{i}(ν, zmp, 2)⟩ (83)

The frequency-integrated differences

∆F {i}(zmp, 2) =

∫ ∞

0

dν⟨∆F̃ {i}(zmp, 2)⟩, (84)

are discussed in more detail in connection with (106).

3.4 Altitude dependence of Z and R

Integrating spectral fluxes, Z̃, like those of Fig. 9, over all frequencies in accordance with
(48) gives Z, the frequency-integrated flux shown in the middle panel of Fig. 14. The
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Figure 13: Spectral forcing increments (83) for doubled concentrations of greenhouse gases.
These are the magnified differences between the black and red curves of Figs. 10–12. The
frequency integrals (84) are tabulated in Table 2. For most frequencies ⟨∆F̃ {i}(zmp, 2)⟩ is
positive. This is because doubling the concentrations of greenhouse gases shifts the emission
heights ze of (76) to higher, colder altitudes in the troposphere. An exception is the band
of frequencies near the center of the exceptionally strong bending-mode band of CO2 at 667
cm−1. Here the emission heights move to higher, warmer altitudes of the stratosphere, where
molecules can more efficiently radiate heat to space.

calculations used the temperature profile of Fig. 2, which is shown in the left panel of Fig.
14. The heating rate, R = −dZ/dz, shown in the right panel, is negative from the surface
to the lower stratosphere, above which the rate is nearly zero. Radiation normally cools
the atmosphere, especially the troposphere. An exception is the narrow spike of heating
near the tropopause, caused by the convergence of upwelling flux from the troposphere and
downwelling flux from the stratosphere at the unrealistically sharp break in the temperature
lapse rate.

In steady state, upward transport of sensible and latent heat from the solar-heated surface
by atmospheric motions is the main mechanism for replenishing heat radiated to space by
greenhouse molecules in the troposphere. Absorption of sunlight, for example, by H2O,
CH4 and O3 molecules, and by particulates also contribute to heating. Radiative cooling
of tropospheric air parcels allows them to contract and become heavy enough to sink back
to the surface, where they pick up enough surface heat to become buoyant, float upward,
and continue the convection cycle. Without radiative cooling, convection would cease. And
convection would also cease without surface heating by solar radiation. The “heat engine”
of the atmosphere absorbs heat from the Sun and, with the aid of greenhouse gases, rejects
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Figure 14: Left. Midlatitude standard temperature profile. Middle. Altitude dependence
of frequency-integrated flux Z of (48). The flux for three concentrations of CO2 are shown,
the standard concentration, C

{i}
sd = 400 ppm of Fig. 2, twice and half that value. The

other greenhouse gases have the standard concentrations of Fig. 2. The vertical dashed line
is the flux σSBT

4
0 = 394 W m−2 for a transparent atmosphere with a surface temperature

T0 = 288.7 K. The forcings Fs that follow from (49) at 0 km, 11 km and 86 km are also
indicated (in W m−2) as 252, 137 and 117. The calculated mesopause flux, 277 W m−2

is comparable to the observed annual averages of Fig. 1. Right. Altitude dependence of
the heating rate R of (50). Doubling or halving the standard concentrations of CO2 makes
almost no difference.

most of this heat as radiation to cold space. Some of the difference between the absorbed
solar heat and the heat radiated to space is converted, through buoyant forces, into the work
that drives the general circulation of the atmosphere[42].

3.5 Latitude dependence of Z and R

Thermal radiative fluxes depend on latitude. They are larger near the equator where the
surface is relatively warm than near the poles, where the surface is colder and where win-
tertime temperature inversions often form in the lower troposphere. For example, Fig. 15 is
the analog of Fig. 14 but for Antarctica.

For Fig. 15 we used a five-segment temperature profile with altitude breakpoints at
z = [0, 2.5, 8, 25, 47, 86]. The low tropopause at 8 km is characteristic of the nighttime poles,
as is the strong, wintertime temperature inversion, peaking at 2.5 km. The lapse rates
between the break points were −dT/dz = [−12.5, 2.33, 0,−1.5, 2.145] K km−1. The surface
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Figure 15: Quantities analogous to those of Fig. 14 at the South Pole. There is a strong
temperature inversion at an altitude of 2.5 km above the ice surface.The flux for three
concentrations of CO2 are shown, the standard concentration, C{i}

sd = 400 ppm of Fig. 2,
twice and half that value. The other greenhouse gases have the standard concentrations
of Fig. 2. The relatively warm greenhouse-gas molecules in the atmosphere enhance the
flux to space compared to that which could be produced by a cold surface in a transparent
atmosphere[41].

temperature in Antarctica was taken to be T0 = 190 K, and the surface pressure was taken
to be only p0 = 677 hPa, because of the high elevation of the ice surface, about 2.7 km above
mean sea level.

3.6 Temperature dependence of Z

The temperature dependence and altitude dependence of the frequency-integrated flux Z is
shown in Fig. 16. The corresponding fluxes through a transparent atmosphere are shown as
the vertical lines on the right of the figure. According to (25), for a transparent atmosphere,
where Z = σSBT

4
0 the rate of change of flux with temperature is

dZ

dT0

= 4σSBT
3
0 = 5.46 W m−2 K−1. (85)

The numerical value is for a surface temperature of T0 = 288.7 K.In accordance with (85)
the dashed vertical curves of Fig.16 are spaced by approximately 5.5 W m−2.

For an atmosphere with greenhouse gases, the frequency-integrated flux Z(T0, z) depends
on both the surface temperature T0 and the altitude z, and must be evaluated numerically.
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Figure 16: Effect on the upward flux Z of increasing or decreasing the temperature profile
of Fig. 2 at all altitudes by an amount dT = 1 K. The continuous black curve is the same
as the same as the one in the middle panel of Fig. The vertical dashed curves are fluxes,
F = σSBT

4
0 , through a transparent atmosphere.

Numerical calculations, illustrated in Fig. 16, give

∂Z(T0, zmp)

∂T0

= 3.88 W m−2 K−1. (86)

Here the partial derivative with temperature means that the altitude and the concentrations
of all greenhouse gases are held constant. No partial derivative is needed for (85) since the
upward flux for a transparent atmosphere is determined only by the surface temperature T0.
In accordance with (85) the continuous curves of Fig.16 are spaced by approximately 3.9 W
m−2 at the mesopause.

According to (85) and (86), to increase the flux to space by the same increment, ∆Z, the
required surface temperature increment, ∆T0, must be a factor of 5.46/3.88 = 1.41 larger for
an atmosphere with greenhouse gases than for a transparent atmosphere. Relatively intense
radiation from the warm surface is partially absorbed and replaced by less intense radiation
from cooler greenhouse-gas molecules at higher altitudes.

4 Atmospheric Thermodynamics
Radiative energy transfer is closely related to atmospheric thermodynamics and air motions.
We briefly discuss some of those connections here.
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4.1 Radiative cooling
Consider a small parcel of air of volume ∆V , containing ∆N molecules at a pressure p and
temperature T . The heating rate R of (50) will add the heat increment δQ = R∆V δt to the
parcel in the time interval δt. According to the first law of thermodynamics, one part of the
radiant heat increases the internal energy, ∆U , by an amount δ∆U = ∆NcvkBδT , where cv
is the specific heat per molecule at constant volume (in units of kB) and δT is the increase of
the parcel temperature. The other part of the radiant heat provides the work, δW = p δ∆V ,
done on the surrounding air by the expansion, δ∆V of the parcel volume. So the first law
of thermodynamics is

R∆V δt = δU + δW

= ∆NcvkBδT + p δ∆V. (87)

Dividing both sides of (87) by ∆V δt and recalling that the parcel number density is N =
∆N/∆V , we find

R = NcvkB
δT

δt
+ p

δ ln(∆V )

δt
. (88)

From the ideal gas law, ∆V = ∆N kBT/p, so

δ ln(∆V ) = δ ln(∆N kB/p) + δ lnT = δ lnT. (89)

Here we noted that under the conditions of near hydrostatic equilibrium that we are con-
sidering, δ∆N = 0 and δp = 0 since heating (or cooling) a parcel dry air does not change
the number of molecules, ∆N , and does not change the weight of the column of air above,
which fixes the pressure p. Combining (88) with (89), and letting δT/δt → ∂T/∂t we find

R = NcpkB
∂T

∂t
. (90)

The specific heat at constant pressure is

cp = cv + 1 =
f

2
+ 1 = 3.5, (91)

where f is the number of degrees of freedom per molecule. In (91) f = 5 is the sum of
3 translational and 2 rotational degrees of freedom of the diatomic molecules, N2 and O2.
There is negligible vibrational excitation. From (90) and the ideal gas law (8), we can write
the rate of change of the temperature

∂T

∂t
=

R

cpkBN
=

RT

cpp
. (92)

The temperature-change rates (92) associated with the radiant heating rates R of Fig. 14
and Fig. 15 are shown in Fig. 17. Since the heating rate R from thermal radiation is
negative over most of the atmosphere, so is the temperature-change rate. The rapid increase
of these “diabatic” cooling rates with increasing altitude is mainly due to the rapid decrease
of the number density N , illustrated in Fig. 3. The local peak at the stratopause is due to a
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Figure 17: Nighttime radiative cooling rates (92) for the midlatitude temperature and
heating-rate profiles of Fig. 14 (left) and the Antarctic profiles of Fig. 15 (right). The
cooling rate increases rapidly in the upper stratosphere because of the relatively high tem-
perature near the stratopause, and the decreasing heat capacity of the rarified air. The lower
pressure of the stratopause and mesopause over Antractica enhances the radiative cooling
there.

peak in R at the local maximum of the temperature, which increases the radiation rate per
greenhouse molecule, as discussed in the Appendix. CO2 and O3 are responsible for most of
thermal radiation absorbed and emitted in the upper atmosphere.

In rocket soundings of the upper stratosphere, Beyers and Miers[43] observed nighttime
cooling rates of the order of 10 K day−1, as one would expect from Fig. 17. Fig. 17 also shows
that the instantaneous cooling rates, −∂T/∂t, near the stratopause are noticeably increased
by increases in CO2 concentrations. In contrast, cooling rates in the lower stratosphere and
troposphere are slightly decreased by increasing concentrations of CO2, but the differences
are too small to notice in Fig. 17.

4.2 Thermal equilibrium
Averaged over 24 hours, the atmosphere neither heats nor cools very much. So the steady
radiative cooling rates shown in in Fig 17 must be nearly balanced, on average, by equal
and opposite heating rates from the Sun. Above the tropopause altitude ztp, most of the
heat comes from the absorption of solar ultraviolet radiation by ozone, O3, and oxygen,
O2, molecules. In the troposphere, most of the heat comes from convection of air from the
solar-heated surface. Warm air parcels carry heat to higher altitudes, where the p dV work
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of volume increase dV in the ambient air pressure p adiabatically cools the parcel at the
expense of internal energy of the molecules. Thermal radiation removes a relatively small
amount of heat and provides diabatic cooling. The relatively large amount of latent heat
released when water molecules condense into cloud particulates slows the cooling of rising
parcels.

As shown in Fig. 1 there is massive meridional transport of heat from equatorial latitudes,
where the yearly-averaged solar heating is maximum, to the the poles, where there is much
less solar heating. Mass transport of heat is comparable to radiative transport in Earth’s
atmosphere. As one can see in Fig.1, near the equator the annual mean absorbed solar power
is nearly 320 W m−2, but the thermal radiation to space is only 250 W m−2. So some 70
W m−2 of heat must be carried by atmospheric and oceanic circulation toward the both
poles. Similarly, near the north pole, the mean solar power is only around 70 W m−2, while
the mean thermal radiation to space is around 185 W m−2. Zonal details of heat transport
are also important, with radiation dominating in the largely cloud-free Sahara and Arabian
deserts, and with substantial reflection of sunlight in marine stratocumulus regions off of
Peru and Namibia [2].

4.3 Subsidence
Nighttime radiative cooling will lead to subsidence of the atmosphere, a particularly dramatic
phenomenon of polar winters. Using (9) we can write the altitude z = z(p, t) for which the
atmosphere has the pressure p, for a given temperature profile T = T (p, t), at time t

z =
kB
gm

∫ p0

p

T ′ dp
′

p′
. (93)

where T ′ = T (p′, t) and p0 is the pressure at the surface. We have neglected the slight
dependence of the mean molecular mass m on altitude and taken it outside the integral. If
the temperature profile is changing with time because of radiative cooling, the altitudes for
a given pressure p will also change at the rate

∂z

∂t
=

kB
gm

∫ p0

p

∂T ′

∂t

dp′

p′
=

kB
gmcp

∫ p0

p

R′T ′

(p′)2
dp′, (94)

where we used (92). To maintain hydrostatic equilibrium, parcels of pressure p will rise
or sink with time depending on whether the radiative energy transfer causes expansion or
contraction of atmospheric layers at lower altitudes and higher pressures.

4.4 Conservation of energy
Let Ê be the column energy density of the atmospheric molecules. In this section we show
that for no horizontal energy exchange, the difference between the infrared flux Z(0) from
the surface into the the bottom of the column and the flux, Z(∞), from the top equals the
increase of the internal energy, Û , and gravitational energy, Ĝ, of the molecules.

∂Ê

∂t
= Z(0)− Z(∞) =

∂Û

∂t
+

∂Ĝ

∂t
, (95)
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Figure 18: Nighttime subsidence velocities (94) for the midlatitude temperature and heating-
rate profiles of Fig. 14 (left) and for the Antarctic profiles of Fig. 15 (right). The subsidence
velocities increase with increasing altitude.

From (47) and (90) we find that

Z(0)− Z(∞) = −
∫ ∞

0

∂Z

∂z
dz =

∫ ∞

0

Rdz

=

∫ ∞

0

cpkBN
∂T

∂t
dz =

cpkB
mg

∫ p0

0

∂T

∂t
dp

=
(cv + 1)kB

mg

∫ p0

0

∂T

∂t
dp =

∂Û

∂t
+

∂Ĝ

∂t
, (96)

In the second line of (96) we used (9) and (8) to transform an integral over altitude increments
dz to an integral over pressure increments dp. The temperature T = T (p, t) can be written
as a function of pressure p and time t. From (96) we see that the column density of internal
energy is

Û =
cvkB
mg

∫ p0

0

Tdp =

∫ ∞

0

Udz. (97)

Using (9) with (97) we see that the volume density of internal energy is

U = cvkBNT (98)

In like manner we write column density of gravitational energy as

Ĝ =
kB
mg

∫ p0

0

Tdp =

∫ ∞

0

Gdz. (99)
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F
{i}
sd (z) ∆F {i}(z, 0) ∆F {i}(z, 1/2) ∆F {i}(z, 2)

i \ z ztp zmp ztp zmp ztp zmp ztp zmp

H2O 81.6 71.6 -72.6 -62.2 -10.4 -7.8 11.2 8.1
CO2 52.4 38.9 -44.6 -30.2 -5.3 -3.0 5.5 3.0
O3 6.1 10.5 -4.7 -8.1 -1.8 -2.2 2.5 2.5
N2O 4.4 4.7 -2.2 -2.2 -0.8 -0.8 1.2 1.1
CH4 4.2 4.4 -2.1 -2.1 -0.6 -0.6 0.8 0.7∑

i 148.7 130.1 -126.2 -104.8
Fsd(z) 137 117 137 117

Table 2: Partial forcings F {i}
sd (z) of (104) and partial forcing increments ∆F {i}(z, f) of (106),

all in units of W m−2, at the altitudes ztp = 11 km of the tropopause and zmp = 86
km of the mesopause. The last row contains the forcings Fsd(z) of (103), shown in Fig.
14, when all greenhouse molecules are present simultaneously at their standard column
densities N̂

{i}
sd . Because of the overlapping absorption bands,

∑
i F

{i}
sd (z) > Fsd(z), and

−
∑

i ∆F {i}(z, 0) < Fsd(z).

The volume density of gravitational energy is

G = mgzN. (100)

To prove (100) we note that

kB
mg

∫ p0

0

Tdp = kB

∫ ∞

0

TNdz =

∫ ∞

0

p dz

=

∫ p0

0

z dp =

∫ ∞

0

mgzN dz. (101)

Integration by parts leads from the first line of (101) to the second.
For the hypothetical, one-dimensional model of this section, the nighttime cooling and

subsidence of the atmosphere, shown by Fig. 17 and Fig. 18, diminish the internal and
gravitational energy of a column of air by just enough to supply the net thermal energy
radiated away. For the real atmosphere, horizontal pressure gradients generated by the solar
heating and radiative cooling discussed here, together with the rotation of the Earth, lead
to meridional (north-south) and zonal (east-west) motions. These are the main drivers of
atmospheric tides, which have been discussed by Chapman and Lindzen [44] and of global
circulation of the atmosphere and oceans.

5 Concentration Dependence of Forcing
The frequency-integrated forcing, F , of (49) depends on the altitude z and on the column
densities N̂{i} of (11).

F = F (z, N̂{1}, . . . , N̂{n}). (102)
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Figure 19: Partial forcing increments ∆F {i} of (106) for the most important greenhouse gases
versus the multiplicative factor, f = N{i}/N

{i}
sd . At the standard column densities, with

f = 1, the incremental forcings are well into the saturation regime, with d∆F {i}(1)/df <
d∆F {i}(0)/df for all greenhouse gases. For the most abundant greenhouse gases, i = H2O
and i = CO2, the saturation effects are extreme, with per-molecule forcing powers suppressed
by four orders of magnitude at standard concentrations (f = 1) with respect to the low-
concentration, optically-thin limit (f = 0). For CO2, N2O, and CH4, the areas bounded by
the green and black curves of Figs. 10 – 12 give the values, −∆F {i} for f = 0, and the areas
bounded by the black and red curves give ∆F {i} for f = 2, as discussed for Fig. 13. See the
text and Table 2 for more details.

Here n is the number of greenhouse gases (n = 5 in this paper). We assume that the
temperature T and volume densities N{i} have the same altitude profiles as in the midlatitude
example of Fig. 2. An important special case of (102) is the forcing, Fsd, when each
greenhouse gas i is present at its standard column density N̂

{i}
sd of Table 1,

Fsd(z) = F (z, N̂
{1}
sd , . . . , N̂

{n}
sd ). (103)

A second special case of (102) is the hypothetical, per-molecule standard forcing, F {i}
sd , when

the atmosphere contains only molecules of type i at their standard column density, N̂{i} =

N̂
{i}
sd , and the concentrations of the other greenhouse vanish, N̂{j} = 0 if j ̸= i.

F
{i}
sd (z) = F (z, 0, . . . , 0, N̂

{i}
sd , 0, . . . , 0). (104)
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We define the forcing power per added molecule as

P {i}(z, N̂{1}, . . . , N̂{n}) =
∂F

∂N̂{i}
. (105)

The densities of greenhouse gases j with j ̸= i are held constant in the partial derivative
of (105). If the units of F are taken to be W m−2 and the units of N̂{i} are taken to be
molecules m−2, then the units of P {i} will be W molecule−1.

We define a finite forcing increment for the ith type of greenhouse molecule as

∆F {i}(z, f) = F (z, N̂
{1}
sd , . . . , N̂

{i−1}
sd , fN̂

{i}
sd , N̂

{i+1}
sd , . . . , N̂

{n}
sd )− Fsd. (106)

Differentiating (106) with respect to f we find

∂∆F {i}

∂f
(z, f) = N̂

{i}
sd P

{i}
sd (z, f), (107)

where P
{i}
sd (z, f) is the forcing power per additional molecule of type i when these molecules

have the column density N̂{i} = fN̂
{i}
sd and all other types of greenhouse molecules have their

standard column densities.
The forcing increments (106) for the five greenhouse gases considered in this paper are

shown as a function of f in Fig. 19. Forcing increments are also tabulated at representative
altitudes z and multiplicative factors f in Table 2. At both the top of the atmosphere and
at the tropopause, we see that the forcing increment (106) is largest for abundant water
molecules, H2O, and is relatively small for the much more dilute greenhouse gases CH4 and
N2O. The incremental forcings are all in the saturation regime, with ∂∆F {i}/∂f diminishing
with increasing f .

Note from Table 2 that doubling or halving the column density of CO2 changes the
forcing F by almost the same amount, either at the tropopause or at the mesopause. This
dependence of forcing increments on the logarithm of the column density of CO2 was first
pointed out by Arrhenius[45], who assumed that temperature changes of the atmosphere
would be proportional to forcing changes. On page 53 of his popular book, Worlds in the
Making; the Evolution of the Universe [45], Arrhenius states

“If the quantity of carbon dioxide in the air should sink to one half its present
percentage, the temperature would fall by 4 K; a diminution by one-quarter would
reduce the temperature by 8 K. On the other hand any doubling of the percentage
of carbon dioxide in the air would raise the temperature of the Earth’s surface
by 4 K and if the carbon dioxide were increased by four fold, the temperature
would rise by 8 K.”

Wilson and Gea-Banacloche[46] explain how the approximate dependence of the absorption
cross section of CO2 on frequency ν, σ{i} = σee

−λe|ν−νe|, leads to the logarithmic forcing law
articulated by Arrhenius. Here σe is the maximum cross section at the center frequency,
νe = 667 cm−1, of the bending-mode band.

The forcing increments in Table 3 are comparable to those calculated by others. For
example, in column 3 we give the increments ∆F {i}(z, f) calculated by Collins et al. [13],
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∆F {i}(z, f) in W m−2 ∆T {i}

Ref. [13] This work in K
i f ztp zmp ztp zmp

H2O 1.06 1.4 1.1 0.9 0.7 0.2
CO2 2 5.5 2.8 5.5 3.0 0.8
N2O 2 1.3 1.2 1.2 1.1 0.3
CH4 2 0.6 0.6 0.8 0.7 0.2

Table 3: Comparison of the forcing increments ∆F {i}(z, f) of Collins it et al.[13] in column
3, and the results of Table 2 and (106) in column 4, at the altitude ztp = 11 km of the
tropopause and zmp = 86 km of the mesopause. For H2O, the relative increase, f = 1.06, of
the column density is approximately that caused by a 1 K increase of the surface temperature.

as estimated from their Table 2 and Table 8. These are the results of averaging 5 separate
line-by-line calculations. In addition to line intensities, three of the calculations used a
continuum CO2 opacity, and all five used a continuum H2O opacity. The physical origin of
these continua is unclear. They are added to make the computer calculations agree better
with observations [13, 47]. The forcings calculated in this paper, summarized in column 4,
used only lines for the HITRAN data base and no continua. Our values are fairly close to
those of Collins et al.[13], with the largest discrepancy for H2O. The mesopause spectral
intensities, calculated with only HITRAN lines and with no continuum contributions, are in
excellent agreement with satellite measurements over the Sahara Desert, the Mediterranean
Sea and Antarctica, as discussed in Section 7.

The three mesopause flux increments ∆F {i} in the fourth column of Table 3 for doubled
concentrations of CO2, N2O and CH4 sum to 4.8 W m−2. The calculated flux increment
from simultaneously doubling CO2, N2O and CH4 is the slightly smaller value, ∆F = 4.7 W
m−2. Similarly, the four mesopause flux increments ∆F {i} in the fourth column of Table 3
for doubled the concentrations of CO2, N2O and CH4 and a factor of f = 1.06 increase of
H2O concentration sum to 5.5 W m−2. The calculated flux increment from simultaneously
doubling CO2, N2O and CH4, and increasing the H2O concentrations by a factor of f = 1.06,
is the slightly smaller value 5.3 W m−2. The “whole” is less than the sum of the parts, because
of the interference of greenhouse gases that absorb the same infrared frequencies.

Table 4 summarizes the forcing powers (105) per additional molecule in units of 10−22 W
at the tropopause altitude, ztp = 11 km and at the mesopause altitude, zmp = 86 km. The
surface temperature was T0 = 288.7 K, and the altitude profiles of temperature and number
density were those of Fig. 2. The first column lists the molecules we considered. The numbers
in the second column are forcing powers, P {i}

ot (z), of (110) in the optically-thin limit. The
numbers of the third column are forcing powers P {i}

sd (z, 0) from (107) for an atmosphere that
previously had no molecules of type i (so N̂{i} = 0) but all other greenhouse molecules had
standard concentrations, N̂{j} = N̂

{j}
sd if j ̸= i. The forcings of the third column are less

than those of the second because of interference between absorption by different greenhouse
gases. The numbers in the fourth column are the forcing powers P

{i}
sd (z, 1) from (107) when

40



P
{i}
ot (z) P

{i}
sd (z, 0) P

{i}
sd (z, 1)

i \ z ztp zmp ztp zmp ztp zmp

H2O 1.49 1.49 1.16 1.19 3.3× 10−4 2.5× 10−4

CO2 2.73 3.45 2.24 2.53 9.0× 10−4 4.9× 10−4

O3 2.00 5.69 1.68 4.57 3.3× 10−1 3.8× 10−1

N2O 1.68 2.24 0.73 0.91 2.1× 10−1 2.0× 10−1

CH4 0.51 0.71 0.21 0.27 2.8× 10−2 2.6× 10−2

Table 4: Forcing powers (105) per additional molecule in units of 10−22 W at the altitude
ztp = 11 km of the tropopause and zmp = 86 km of the mesopause. The surface temperature
was T0 = 288.7 K, and the altitude profiles of temperature and number density were those
of Fig. 2. P

{i}
ot (z) of (110) is for the optically-thin limit. P

{i}
sd (z, 0) from (107) is for an

atmosphere that previously had no molecules of type i (so N̂{i} = 0) but all other greenhouse
molecules had standard concentrations. P

{i}
sd (z, 1) from (107) is for a single molecule of type

i added to an atmosphere that previously had standard densities for all greenhouse gases.

a single molecule of type i is added to an atmosphere that previously had standard densities
for all greenhouse gases, N̂{j} = N̂

{j}
sd . Here saturation of the absorption suppresses the

per-molecule forcing by about four orders of magnitude for the abundant greenhouse gases
H2O and CO2. Saturation causes less drastic suppression or per-molecule forcings for the
less-abundant O3, N2O and CH4.

5.1 Optically-thin forcing power per molecule
For sufficiently low concentrations of greenhouse gases, the optical depths τ of (21) will be
small, τ ≪ 1, for all frequencies ν and all altitudes z. Since E2(|τ ′− τ |) → 1 for |τ ′− τ | ≪ 1,
as shown in Fig. 5, for the optically-thin limit we can can write the frequency integral of
the spectral forcing (46) at a reference altitude z as

Fot(z) = 2π
∑
i

∫ ∞

0

dν

[∫ z

0

dz′ N{i}′σ{i}′ [B̃0 − B̃′] +

∫ ∞

z

dz′ N{i}′σ{i}′ B̃′
]

=
∑
i

N̂{i}P
{i}
ot (z). (108)

Here N{i}′ = N{i}(z′), σ{i}′ = σ{i}(ν, z′), B̃0 = B̃(ν, T0), B̃′ = B̃(ν, T ′), T ′ = T (z′) and
T0 = T (0). The forcing power per greenhouse molecule of type i is

P
{i}
ot (z) =

1

2

∫ z

0

dz′
N{i}′

N̂{i}

[
Π{i}(T ′, T0)− Π{i}(T ′, T ′)

]
+

1

2

∫ ∞

z

dz′
N{i}′

N̂{i}
Π{i}(T ′, T ′). (109)

The mean power absorbed by a greenhouse-gas molecule of temperature T from thermal-
equilibrium radiation of temperature T ′ is

Π{i}(T, T ′) = 4π

∫ ∞

0

dν σ(ν, z)B̃(ν, T ′) = 4π
∑
ul

S
{i}
ul B̃

′
ul. (110)
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Figure 20: A graphical display of the per-molecule forcing powers of Table 4. At standard
column densities the (red) powers, P

{i}
sd (z, 1), for abundant H2O and CO2 are suppressed

by four orders of magnitude from their values in the optically thin limit (blue) where the
powers are P

{i}
ot (z). This is due to strong saturation of the absorption bands. The effects

of saturation (the difference between the blue and red lines) are much less for the minor
gases, O3, N2O and CH4. The green lines are the powers per molecule, P {i}

sd (z, 0), of the ith
greenhouse gas in its low-concentration limit, but when the forcing power is suppressed by
other gases at their standard densities. Interference effects (the difference between the blue
and green lines) are more pronounced for the minor greenhouse gases, N2O and CH4 than
for the major greenhouse gases, H2O, and CO2. As one can see from Fig. 6 or Figs. 10 –
12, the strongest bands of O3 overlap little with those of other greenhouse molecules, which
minimizes interference effects.

Here the line intensity of the molecule for the temperature T at altitude z is S{i}
ul = S

{i}
ul (T ),

and the Planck spectral radiance of the radiation at temperature T ′ and frequency νul is
B̃′

ul = B̃(T ′, νul). For the special case of T ′ = T we can substitute (55) into (110) to find

Π{i}(T, T ) =
∑
ul

W {i}
u Γ

{i}
ul E

{i}
ul . (111)

Since we are considering a single isotopologue, we have set ηu = 1 in (55). The three factors
in the summed terms of (111) are: (a) the probability W

{i}
u = W

{i}
u (T ) of (58) to find

the molecule in the upper state u; (b) the radiative decay rate Γ
{i}
ul from the upper level

u to the lower level l, which can be found from (55); and (c) the mean energy E
{i}
ul of the

emitted photon, given by (51). This is obviously the total power radiated by a molecule of
temperature T . For a molecule of temperature T in thermal-equilibrium with radiation of the
same temperature, the radiative power absorbed by the molecule is equal to the spontaneous
radiative power it emits. The forcing powers per molecule discussed above are summarized
graphically in Fig. 20.
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Case f θ δT ∆F
{i}
tp ∆F

{i}
mp ∆X{i}

(a) 1 0 0 0 0 0
(b) 2 0 0 5.5 3.0 2.5
(c) 2 23.4 0 5.0 5.0 0
(d) 2 23.4 1.3 0 0 0
(e) 2 0 0.8 2.5 0 2.5

Table 5: Numerical details of Fig. 21. The second column has the factor f by which CO2

concentrations have been multiplied. The third and fourth column list the temperature
adjustment parameters, θ and δT of (112), in units of K. In units of W m−2, the numbers
of the fifth and sixth columns are the forcing increments, ∆Ftp and ∆Fmp of (117) and the
numbers of the seventh column are the cooling-rate increments ∆X{i} of (116) for the upper
atmosphere. In rows (d) and (e), the forcing increments are for a surface with the new
temperature T0 + δT .

6 Temperature and Forcing
As outlined above, the forcings due to instantaneous changes of greenhouse-gas concen-
trations can be calculated quite accurately. But the temperature changes induced by the
forcings are less clearly defined. This is because various feedbacks come into play to change
the temperature profile of the atmosphere. After doubling CO2 concentrations a new, steady
state will eventually be established by these feedback processes. For example, suppose that
the new steady state has the same altitude profile for solar heating rates, or for convective
heat flow in the horizontal direction, as the initial profile. Then the final flux profile will be
the same as the initial flux profile.

Three steps illustrated in Fig. 21 can be used to model how the temperature and flux
profiles of the atmosphere return to equilibrium after a change in greenhouse-gas concentra-
tions. Numerical details of Fig. 21 are summarized in Table 5. On the left panel of Fig.
21, the curve labeled (a) is the standard temperature profile of Fig. 2. On the right panel,
the curve labeled (a) is an expanded version of the flux, shown in the middle panel of Fig.
14 for the standard concentrations of greenhouse gases, shown on the right panel of Fig. 2.
For the curves marked (a), the atmosphere is in thermal equilibrium with solar heating and
convective heat transfer balanced by radiative infrared cooling.

Instantaneously doubling the CO2 concentration from 400 to 800 ppm, with no change in
the initial altitude profiles of temperature and other greenhouse-gas concentrations, produces
the profiles shown by the lines (b) of Fig. 21. The left panel shows temperature profiles and
the right panel shows flux profiles. The new flux profile (b) is not stable for two reasons:
(i) the upper atmospheric cooling rate is larger than net heating rate from absorption of
ultraviolet sunlight and convection. So the upper atmosphere will start to cool; (ii) the flux
to space is less than the total solar flux absorbed, so the atmosphere as a whole will start to
heat. Most of the heat capacity is in the troposphere so a very small temperature increase
there can more than compensate for large temperature decreases in the upper atmosphere,
with its relatively tiny heat capacity.
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Figure 21: The cases (a), (b), (c), (d) and (e) are summarized in Table 5. (a) The atmosphere
is in thermal equilibrium with the initial temperature profile of Fig. 2. Solar and convective
heating are balanced by thermal infrared cooling. The CO2 concentration is C{i} = 400
ppm; (b) The same temperature profile but with doubled CO2 concentration, C{i} = 800
ppm. There is less flux radiated to space and the radiation cooling of the upper atmosphere
exceeds the initial value; (c) C{i} = 800 ppm and with an upper-atmosphere temperature
adjustment, (112), parameterized by θ = 23.4 K and δT = 0 K. This restores the radiative
cooling rate to its initial value, but even less flux is radiated to space; (d) C{i} = 800 ppm
and with a temperature adjustment, (112) parameterized by θ = 23.4 K and δT = 1.3 K.
This keeps the cooling in the upper atmosphere equal to its initial value, and it also restores
the initial flux to space; (e) C{i} = 800 ppm and with uniform temperature adjustment,
(112), parameterized by θ = 0 K and δT = 0.8 K to restores the initial flux to space, but
leaving excess cooling of the upper atmosphere.

Guided by the cooling rates shown in Fig. 17, we will assume that a few days after a
hypothetical instantaneous doubling of CO2 concentrations, a new, equilibrium temperature
profile would be established[5]. We use two temperature-adjustment parameters, θ and δT ,
both in units of K, to write the new temperature profile as

T (z, θ, δT ) = Tsd(z)− θΘ(z) + δT. (112)

Since the upper atmosphere cools much more rapidly than the lower atmosphere, as shown
in Fig. 17, a reasonable approximation for the adjustment profile, Θ(z), is

Θ(z) =

{
0 for z < ztp
(z − ztp)/(zmp − ztp) for z ≥ ztp.

(113)

where zmp is the altitude of the mesopause and ztp is the altitude of the tropopause. The
last term, δT , of (112) is a uniform temperature increase, δT , at all altitudes, including the
surface.
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Denote the flux corresponding to the same column densities N̂{j} as those of (106), but
with the adjusted temperature profile (112) by

Z{i}(z, f, θ, δT ) = Z(z, N̂
{1}
sd , . . . , N

{i−1}
sd , fN

{i}
sd , N

{i+1}
sd , . . . , N

{n}
sd , θ, δT ). (114)

The cooling rate of the upper atmosphere is the difference between the upward flux at the
mesopause and the upward flux at the tropopause

X{i}(f, θ, δT ) = Z{i}(zmp, f, θ, δT )− Z{i}(ztp, f, θ, δT )

= ∆X{i}(f, θ, δT ) +X{i}(1, 0, 0). (115)

For the midlatitude example of Fig. 14, we see that the standard cooling rate for radiative
equilibrium is X{i}(1, 0, 0) = 20 W m−2. This is equal to the diurnally-averaged ultravio-
let heating rate, about 1.4% of the mean solar flux, 1401 W m−2, at Earth’s orbit. The
incremental cooling rate of the upper atmosphere is

∆X{i}(f, θ, δT ) = ∆F
{i}
tp (f, θ, δT )−∆F {i}

mp (f, θ, δT ), (116)

where the forcing increments are

∆F
{i}
tp (f, θ, δT ) = Z{i}(ztp, 1, 0, 0)− Z{i}(ztp, f, θ, δT )

∆F {i}
mp (f, θ, δT ) = Z{i}(zmp, 1, 0, 0)− Z{i}(zmp, f, θ, δT ). (117)

After an instantaneous increase of the concentration of the ith greenhouse gas by a factor
f , the temperature adjustment parameter θ that restores radiative equilibrium to the upper
atmosphere is the solution of the equation

∆X{i}(f, θ, 0) = 0. (118)

For the midlatitude example of doubling CO2 concentrations (f = 2), one can solve (118)
numerically to find θ = 23.4 K. Using this value of θ we have plotted the temperature profile
T (z, θ, 0) of (112) as curve (c) on the left panel of Fig. 21 and the flux, Z{i}(z, f, θ, 0) of
(114) as curve (c) on the right.

As can be seen from Table 5, the temperature and flux profiles, labeled by (c) in Fig. 21,
restore radiative equilibrium (∆X{i} = 0) to the upper atmosphere, but they increase the

Latitude ztp T0 θ δT

Sahara 18 320 25.9 1.7
Midlatitude 11 288.7 23.4 1.3
Antarctica 8 190 6.7 0.3

Table 6: Atmospheric temperature adjustment parameters θ and δT from (112) for the
Sahara Desert, Midlatitude and the Antarctic. Also shown are tropospause altitudes ztp
and surface temperatures T0. The tropopause altitudes are given in units of km, and the
units of T0, θ and δT are K. Further details about the altitude profiles of temperature and
greenhouse-gas concentrations are contained in Section 7.
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forcing at the mesospause from ∆F {i} = 3 W m−2 to ∆F {i} = 5 W m−2, thereby increasing
the excess of solar heating over radiative cooling of the atmosphere as a whole. To restore
overall thermal equilibrium, we include a uniform temperature shift, given very nearly by

δT = ∆F {i}
mp (f, θ, 0)

(
∂Z

∂T0

)−1

= 1.3 K. (119)

where ∂Z/∂T0 = 3.88 W m−2 K−1 was given by (86) for midlatitudes, and ∆F
{i}
mp (f, θ, 0) = 5

W m−2 is from Table 5. For the temperature adjustment parameters θ = 23.4 K and δT = 1.3
K, we have plotted the adjusted temperature profile T (z, θ, δT ) of (112) as curve (d) on the
left panel of Fig. 21 and the flux profile Z{i}(z, f, θ, δT ) of (114) as curve (d) on the right
panel. The flux profile (d) for the fully adjusted atmospheric temperature can hardly be
distinguished from the initial flux profile (a).

After doubling the CO2 concentration, one could restore the flux to space by simply
adding a uniform temperature δT = 0.8 K at each altitude with no upper atmosphere
cooling. This is case (e) in Fig. 21 and Table 5. The uniform temperature adjustment is so
small that it can hardly be recognized on the left panel of Fig. 21, although the corresponding
flux change can be seen clearly on the right panel. The profile (e) has excess cooling of the
upper atmosphere, which would cause the temperature to decrease toward the profile of (d).

In summary, for the clear-sky, midlatitude example discussed in this section, doubling
CO2 concentrations, from 400 ppm to 800 ppm, causes substantial cooling of the upper
atmosphere, a temperature drop of 23.4 K, at the mesopause. It also causes a modest
warming, 1.3 K, of the troposphere. We have done similar calculations for temperature
profiles over the Sahara and the winter Antarctic, discussed in connection with Fig. 22 and
the results are summarized in Table 6.

7 Comparison of Model Intensities to Satellite Obser-
vations

An important issue is the validity of a model. The gold standard is how well model re-
sults agree with observations or with experiment. The most important quantity for heat
transfer is the spectral flux Z̃. But Z̃ cannot be measured in any straightforward way.
High-resolution spectrometers measure the spectral intensity, Ĩ, propagating into a small
element of solid angle, dΩ. In principle, one could select solid angle increments, δΩi centered
on colatitude angles θi and azimuthal angles ϕi, such that

∑
i δΩi = 4π. One could then

use a high-resolution spectrometer to measure the spectral intensities Ĩi along each sample
direction and numerically estimate the spectral flux as F̃ =

∑
i Ĩi cos θiδΩi of (16). But this

“Gedankenexperiment” is not practical. Precise measurements of frequency-integrated forc-
ings F or heating rates, R = −∂Z/∂z are also impractical. Comparisons of spectral fluxes Z̃
calculated by different modeling groups, like those of Table 3, are sometimes used as a gauge
of validity. But this is not the same as a comparison with observational or experimental
data.

Unlike spectral fluxes, Z̃, spectral intensities, Ĩ, can be measured very precisely. The
modeling of Z̃ and Ĩ is done in very similar ways. The exponential integral, 2E3(τ), of (44)
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Figure 22: Vertical intensities Ĩ(0) at the top of the atmosphere observed with a Michael-
son interferometer in a satellite[40], and modeled with (34): over the Sahara desert, the
Mediterranean and Antarctica. The intensity unit is 1 i.u. = 1 mW m−2 cm sr−1. Radiative
forcing is negative over wintertime Antarctica since the relatively warm greenhouse gases in
the troposphere, mostly CO2, O3 and H2O, radiate more to space than the cold ice surface,
at a temperature of T = 190 K, could radiate through a transparent atmosphere.

that describes the attenuation, at the optical depth τ , of the spectral flux, Ũ0 = πB̃0, from
the surface, is closely analogous to the exponential e−τ of (32), that describes the attenuation
of the surface spectral intensity Ĩ0 = B̃0, propagating vertically with ς = 1. The function
2E2(τ − τ ′) of (44), that describes the attenuation of the spectral flux, Z̃, generated by
greenhouse gases at the optical depth τ ′ < τ is analogous to the factor e−(τ−τ ′) of (33) for
the corresponding contributions to Ĩ.

Fig 22 shows vertical spectral intensities, Ĩ(0), measured with a Michaelson interfer-
ometer from a satellite over the Sahara Desert, the Mediterranean Sea and Antarctica.
The figure also shows values of the vertical intensity, Ĩ, calculated with (34). For the
Mediterranean, we used the five-segment temperature profile of Fig. 2. For the Sahara
and Antarctica we used analogous profiles with different parameters. The altitude break-
points for the Sahara were at z = [0, 18, 20, 32, 47, 86] km. The high tropopause at 18 km
is characteristic of near-equatorial latitudes. For Antarctica the altitude breakpoints were
z = [0, 2.5, 8, 25, 47, 86]. The low tropopause at 8 km is characteristic of the nighttime poles,
as is the strong, wintertime temperature inversion, peaking at 2.5 km. The lapse rates be-
tween the break points were −dT/dz = [6.5, 0,−1,−3.8, 2.145] K km−1 for the Sahara and
−dT/dz = [−12.5, 2.33, 0,−1.5, 2.145] K km−1 for Antarctica. The surface temperature in
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the Sahara was taken to be T0 = 320 K (very hot) and the surface temperature in Antarc-
tica was taken to be T0 = 190 K (very cold). The surface pressure in the Sahara and the
Mediterranean was taken to be p0 = 1013 hPa and the surface pressure in Antarctic was
taken to be p0 = 677 hPa, low because of the high elevation of the ice surface, about 2.7 km
above mean sea level.

For convenience, we modeled the dependence of the water vapor concentrations C{i} on
the height z above the surface as

C{i} = C
{i}
0 e−z/zw , (120)

with a latitude-independent scale height zw = 5 km and with surface concentrations C
{i}
0 =

31, 000 ppm for the Sahara, C{i}
0 = 12, 000 ppm for the Mediterranean, and C

{i}
0 = 2, 000

ppm Antarctica. For the year 1970 when the satellite measurements were made, we used
surface concentrations, in ppm, for CO2, N2O and CH4 of 326, 0.294 and 1.4, with the same
relative altitude profile as those in Fig 2. The altitude profile of Fig. 2 for O3 was used for
the Sahara, the Mediterranean and Antarctica.

As can be seen from Fig. 22 the modeled spectral intensities can hardly be distinguished
from the observed values. We conclude that our modeled spectral fluxes would also be close
to observed fluxes, if a reliable way to measure spectral fluxes were invented.

8 Conclusions
The two goals of this review were: (1) to rigorously review the basic physics of thermal
radiation transfer in the cloud-free atmosphere of the Earth; and (2) to present quantitative
information about the relative forcing powers of the the naturally-occurring, greenhouse-gas
molecules, H2O, CO2, O3, N2O and CH4.

Fig. 2 illustrates how the temperature T of the atmosphere and the concentrations C{i}

of greenhouse gases of type i depend on the altitude z above the Earth’s surface. No matter
how high the concentration of greenhouse gases, (46) shows that the TOA forcing of an
isothermal atmosphere would be zero, since the brightness B̃ at each source altitude z would
be equal to the surface brightness B̃0, and the forcing increment, dF̃ ′ from molecules in the
altitude interval z′ to z′ + dz′ is proportional to (B̃ − B̃0)dz

′ = 0. For radiation forcing, the
atmospheric temperature profile is as important as greenhouse-gas concentrations.

Modeling calculations were done with the integral forms of the fundamental radiation
transfer formulae, (44) for the spectral flux, Z̃, and (34) for the spectral intensity, Ĩ. We
showed that these follow directly from the Schwarzschild equation (27) for an atmosphere
with gas molecules in local thermodynamic equilibrium. Greenhouse gas molecules absorb
but do not scatter thermal radiation. Vibration-rotation energy imparted to a molecule
by an absorbed infrared photon is lost in collisions with other molecules before it can be
radiated away.

Radiation transfer calculations are most conveniently done with the vertical optical depth
τ of (21) as a measure of altitude z. We showed how the attenuation coefficient κ = ∂τ/∂z
of (20), can be evaluated with the cross sections σ{i} of (20), expressed with (52) and (53)
in terms of the line intensities and other parameters of the HITRAN data base[31]. In our
modeling we included over 1/3 million lines from the HITRAN data base for the five most
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important greenhouse gases, H2O, CO2, O3, N2O and CH4. Efficient algorithms allowed us
to carry out the necessary calculation with laptop computers.

Fig. 7 and Fig. 8 show that the spectral flux Z̃ can increase with altitude if the radiation
extracts heat from the molecules leading to spectral cooling R̃ = −∂Z̃/∂z < 0. In rare cases,
the spectral flux Z̃ decreases with altitude, and absorbed radiant energy heats the molecules
R̃ = −∂Z̃/∂z > 0, as shown in Fig. 8(d) for the lower stratosphere. Here the frequency
ν = 1016.2 cm−1 is strongly absorbed by ozone, O3.

Fig. 17 shows that the nighttime temperature drops rapidly from radiation cooling in
the upper atmosphere. High altitudes are very sensitive to heating or cooling because of
their relatively low density and low specific heat. Fig. 18 shows the nighttime subsidence
rates, which also increase with altitude. As shown in Section 4.4, the energy radiated out
of the atmosphere at night comes at the expense of internal and gravitational energy of the
cooling, subsiding air molecules.

The upward spectral flux, Z̃, “breaks out” at an emission height ze, given by (76).
Emission heights can be near the top of the atmosphere for frequencies in the middle of
strong absorption lines. For frequencies with little absorption, the emission heights can be
close to, or at the surface. Fig. 9 shows that the spectral flux Z̃ and the spectral intensity
Ĩ at the top of the atmosphere vary rapidly with radiation frequency ν.

Radiative forcing depends strongly on latitude, as shown in Fig. 14 – 15. Near the win-
tertime poles, with very little water vapor in the atmosphere, CO2 dominates the radiative
forcing. The radiation to space from H2O, CO2 and O3 in the relatively warm upper atmo-
sphere can exceed the radiation from the cold surface of the ice sheet, and the TOA forcing
can be negative.

Fig. 19 with Tables 2 and 4 show that at current concentrations, the forcings from all
greenhouse gases are saturated. The saturation of the abundant greenhouse gases H2O and
CO2 are so extreme that the per molecule forcing is attenuated by four orders of magnitude
with respect to the optical thin values. Saturation also suppresses the forcing power per
molecule for the less abundant greenhouse gases, O3, N2O and CH4 from their optically-thin
values, but far less than for H2O and CO2.

Fig. 23 shows that in the optically-thin limit, the magnitude and temperature dependence
of the forcing power per molecule and of the power absorbed per molecule from blackbody
radiation is described very well by the harmonic oscillator model described in the Appendix.
An exception is the asymmetric-top molecule H2O, the only greenhouse molecule for which
pure rotational transitions play a major role in forcing. This is because H2O has an excep-
tionally large permanent dipole moment, 1.85 D (1 D = 10−18 statC cm). Table 8 shows
that for the harmonic oscillator model the vibrational transition moments M{i} of all the
greenhouse molecules are much smaller, of order of 0.1 D.

Table 2 and Fig. 20 show that the overlap of absorption bands of greenhouse gases
causes their forcings to be only roughly additive. One greenhouse gas interferes with, and
diminishes, the forcings of all others. But the self-interference of one greenhouse gas with
itself, or saturation, is a much larger effect than interference between different gases. Table
4 shows that for optically thin conditions, the forcing power per molecule is about the same
for all greenhouse gases, a few times 10−22 W per molecule.

Fig. 21 shows that substantial temperature decrease of the upper atmosphere would be
needed to restore hypothetical radiative equilibrium there after the instantaneous doubling
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of CO2 concentrations. A much smaller temperature increase of the whole atmosphere is
sufficient to bring the heat flux at the mesopause back to its initial value. The forcings
associated with these hypothetical temperature adjustments are summarized in Table 5.

Fig. 22 shows that the integral transform (34) used to calculate TOA intensities Ĩ
with HITRAN line intensities and with no continuum absorption gives results in very close
agreement with spectral intensities observed from satellites over climate zones as different as
the Sahara Desert, the Mediterranean Sea and Antarctica. One can therefore have confidence
in the calculations of spectral fluxes Z̃, which are calculated with the closely analogous
integral transform (44).

The most striking fact about radiation transfer in Earth’s atmosphere is summarized by
Figs. 10–12. Large relative changes of the concentrations of greenhouse gases from current
values cause relatively small changes in forcings. Doubling the current concentrations of
the greenhouse gases CO2, N2O and CH4 increases the forcings by only a few percent for
cloud-free parts of the atmosphere.

A Appendix: Harmonic Oscillators
To get more insight into the preceding discussions, we can model the absorption and emission
of radiation with quantized harmonic oscillators, of degeneracies d = 1, d = 2 and d = 3.
The important vibrational modes of H2O, CO2, O3, N2O and CH4 are summarized in Table
7. Rotational motion makes little difference to the total power radiated by vibration-rotation
transitions, although rotation causes a considerable spread of frequencies, as can be seen in
Fig. 6.

The P and R branches of bending-mode bands of the linear molecule CO2 and of N2O
are rotational Doppler sidebands of the main vibrational frequency. The Q branches have
negligible rotational Doppler broadening, since the axis of rotation and axis of vibration are
nearly parallel. Rotation of the bent, asymmetric-top molecules, H2O and O3 imposes very
complicated rotational sidebands onto the vibrational frequencies.

The bent molecules H2O and O3 and the linear molecule N2O have permanent electric
dipole moments, and so these molecules have low-frequency, pure rotational bands in addition
to the vibrational bands. The pure rotational transitions of O3 and N2O contribute negligible
amounts to the power radiated per molecules. But for H2O, most of the power is from the
pure-rotation band.

Let the effective mass of the vibrational mode be m, and let the restoring-force constant
be k. We can write the Hamiltonian of a non-rotating molecule with a d-fold degenerate
vibrational mode as [49]

H =
d∑

j=1

Hj. (121)
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ν1 ν2 ν3 ν4
H2O 3657 1595 3756
CO2 1388 [667] 2349
O3 1103 701 1042
N2O 2224 [589] 1285
CH4 2917 [1534] {3019} {1306}

Table 7: Vibrational mode frequencies, in cm−1, for the most important greenhouse gases of
Earth’s atmosphere. Three-fold degenerate modes (d = 3) have frequencies in curly brackets
{· · · }; two-fold degenerate modes (d = 2) have frequencies in square brackets [· · · ] and
non-degenerate modes (d = 1) have frequencies with no brackets. Frequencies of modes for
which the transition transition dipole moment M vanishes (for symmetric isotopologues, like
16O 12C 16O or 12C 1H4) are written in bold-face.

The Hamiltonian for motion along the jth coordinate axis is

Hj = − ℏ2

2m

∂2

∂x2
j

+
k

2
x2
j −

ℏω
2

=
ℏω
2

(
− ∂2

∂ξ2j
+ ξ2j − 1

)
=

ℏω
2

(
aja

†
j + a†jaj − 1

)
= ℏω a†jaj. (122)

The resonant frequency is

ω =

√
k

m
= 2πc ν. (123)

The dimensionless displacements are

ξj =
xj

X
, (124)

where the characteristic length is

X =

(
ℏ2

mk

)1/4

. (125)

The annihilation and creation operators for excitations along the jth spatial axis are

aj =
1√
2

(
ξj +

∂

∂ξj

)
and a†j =

1√
2

(
ξj −

∂

∂ξj

)
. (126)

The commutator of the operators (126)

aja
†
j − a†jaj = 1, (127)
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can be used to derive the last line of (122). The basis states, ϕn,mn , of the molecule are the
solutions of the eigenvalue equation

Hϕn,mn = Enϕn,mn . (128)

Here n = 0, 1, 2, . . . is the total number of vibrational excitations of the molecule in the level
n. The energy of the level is

En = ℏωn (129)
In (122), we have subtracted the zero-point energy, ℏω/2 from the Hamiltonians to ensure
that E0 = 0.

For d > 1 a second quantum number, mn = 1, 2, . . . , gn, is needed to denote the inde-
pendent states with the same energy. Such degenerate states have nj = nj(mn) quanta of
excitation along the jth vibrational axis such that

n =
d∑

j=1

nj. (130)

The number of independent, degenerate states for the level n is

gn =
(n+ d− 1)!

n!(d− 1)!
. (131)

For example, the bending mode of the CO2 molecule with a vibrational frequency of
ν = 667 cm−1 has a degeneracy of d = 2, since the molecule can bend in 2 orthogonal
directions, labeled by j = 1 and j = 2. The ground state with n = 0 has [n1, n2] = [0, 0] and
g0 = 1. The first excited state with n = 1 has [n1, n2] = [1, 0] or [n1, n2] = [0, 1] and g1 = 2.
The second excited state with n = 2 has [n1, n2] = [2, 0] or [n1, n2] = [1, 1] or [n1, n2] = [0, 2]
and g2 = 3, etc..

The statistical weight (131) is the coefficient in the power series expansion

1

(1− x)d
=

∞∑
n=0

gnx
n. (132)

We can use (129) and (132) to write the partition function (60) as

Q =
∑
n

gne
−ℏωn/kBT =

1

(1− e−ℏω/kBT )d
(133)

For future reference, we note that the mean number of excitation quanta can be written as

⟨n⟩ =
1

Q

∞∑
n=0

ngne
−ℏωn/kBT

=
kBT

2

ℏω
∂

∂T
lnQ

=
d

eℏω/kBT − 1
. (134)
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The basis states of (128) can be written as

ϕn,mn =
(a†1)

n1(a†2)
n2 · · · (a†d)nd

√
n1!n2! · · ·nd!

ϕ0,1. (135)

The non-degenerate, ground-state wave function is

ϕ0,1 =
e−(ξ21+ξ22+···+ξ2d)/2

πd/4
. (136)

For the ground state (136) there is no vibrational excitation along any axis and

n1 = n2 = · · · = nd = 0. (137)

We recall that the commutation relation (127) implies that

ajϕn,mn =
√
nj ϕn−1,mn−1 , (138)

where
ni(mn−1) = ni(mn)− δij. (139)

Similarly,
a†jϕn,mn =

√
nj + 1ϕn+1,mn+1 , (140)

where
ni(mn+1) = ni(mn) + δij (141)

We write the electric-dipole-moment operator of the molecule as

M = M
d∑

j=1

ξjxj

=
M√
2

d∑
j=1

(aj + a†j)xj. (142)

where xj is a unit vector along the jth vibrational axis. The magnitude of the moment is
the product of the characteristic length of (125) and a charge q,

M = qX. (143)

For the simplified model of molecules as harmonic oscillators, we see from (129) that
natural labels for the energy labels are u = n = 0, 1, 2, . . ., the number of vibrational quanta
of the d-dimensional oscillator. For j >1, we will let uj be the number of quanta of vibrational
energy along the jth axis, such that

∑
j uj = u. For j > 1 the degeneracy gn, the number

of second quantum numbers mu, increases with increasing values of n. Eqs. (138) and (140)
imply that the matrix elements of the dipole-moment operator (142) differ from zero only if
l = u− 1. We will use Dirac notation to write the matrix elements as

⟨u,mu|M|l,ml⟩ =
∫ ∞

−∞
dξ1 · · ·

∫ ∞

−∞
dξd ϕ

∗
u,mu

(ξ1, . . . , ξd)Mϕl,ml
(ξ1, . . . , ξd). (144)
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Molecule ν (cm−1) d ⟨n⟩ Π (p.u.) |M | (D) Γul (s−1)
H2O 1595 1 3.52× 10−4 2.45 0.186 21.9
CO2 667 2 7.46× 10−2 15.13 0.181 1.53
CO2 2349 1 8.19× 10−6 1.63 0.458 425
O3 1103 1 4.17× 10−3 14.21 0.273 15.6
O3 701 1 3.13× 10−2 1.00 0.065 0.230

N2O 589 2 1.12× 10−1 1.99 0.069 0.152
N2O 1285 1 1.65× 10−3 5.28 0.194 12.5
N2O 2224 1 1.53× 10−5 1.46 0.354 216
CH4 1306 3 4.46× 10−3 2.61 0.080 2.25

Table 8: Frequencies ν and degeneracies d from Table 7, excitation quanta ⟨n⟩ of (134)
and radiated powers Π = Π(T, T ) of (110) with T ′ = T , transition moments |M | from (149),
spontaneous decay rates Γul of (146) from an excited molecule with one vibrational quantum,
u = 1, to the ground state with l = 0. A temperature of T = 288.7 K was assumed for the
temperature-dependent quantities, ⟨n⟩ and Π. The power unit is 1 p.u. = 10−22 W, and the
dipole-moment unit is 1 D = 10−18 statC cm.

Using (142), and noting that νul = ν = ω/2πc, and l = u − 1, we can write the oscillator
strength (61) as

ful =
4πν

3c reℏ gl

∑
mu,ml

⟨u,mu|M|l,ml⟩ · ⟨l,ml|M|u,mu⟩

=
2πνM 2

3c reℏgl

∑
mu

⟨u,mu|
d∑

j=1

a†jaj|u,mu⟩

=
2πνM 2

3c reℏ gl

∑
mu

d∑
j=1

uj

=
2πνM 2gu u

3c reℏ gl
. (145)

The raising and lowering operators are structured such that
∑

ml
|l,ml⟩⟨l,ml| = 1 in (145).

Substituting (145) into (62) we find the spontaneous decay rate

Γul =
2ω3M2u

3c3ℏ
. (146)

Substituting (145) into (55) and taking ηu = 1, since we are considering only one species of
molecule, we find the line strength

Sul =
8π3cν4M2Wu u

3B̃
. (147)
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Figure 23: The continuous blue lines are the powers Π{i}(T, T ) of (111), emitted by a sin-
gle greenhouse-gas molecule at the temperature T . The dotted red lines are the powers
Π{i}(T, T0) of (110) absorbed by a single greenhouse molecule at the temperature T from
thermal-equilibrium radiation at the temperature T0 = 288.7 K, shown by the horizontal
green line. The blue circles and red squares are the analogous powers from the harmonic
oscillator approximation of (148), summed for all vibrational modes of the molecule shown
in Table 8 of the Appendix. The emitted and absorbed powers are well modeled with har-
monic oscillators for all gases except for the asymmetric-top molecule, H2O, where most of
the power is emitted and absorbed by pure-rotation transitions.

where B̃ = B̃(ν, T ). The power (110) becomes

Π(T, T ′) =
B̃′

B̃

(
2ω4M2

3c3

)
⟨n⟩ =

(
2ω4M2

3c3

)
⟨n′⟩

=

(
2ω4M2d

3c3

)
1

eℏω/kBT ′ − 1
. (148)

The power (148) absorbed by an ideal, d-dimensional oscillator from thermal radiation at
temperature T ′, is independent of the temperature T of the oscillator.

We can use (148), together with the vibrational quanta per molecule (134) and the
power per molecule Π = Π(T, T ) of (110) at the temperature T to find the transition dipole
moments in the harmonic oscillator approximation

|M | =

√
3c3Π

2d⟨n⟩ω4
. (149)
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Table 8 shows a comparison of the transition dipole moments and other properties for
various vibrational modes of the most important greenhouse-gas molecules at a temperature
of 288.7 K. The radiation from the modes of O3 with frequencies ν = 1103 cm−1 and ν = 1042
cm−1 has been approximated as radiation from a single mode with the frequency, ν = 1103
cm−1, of the stronger band.

The radiated powers Π of (110) at T = 288.7 K are all of order 10−22 W, and the
transition electric dipole moments are all of order one tenth of a Debye unit ( 1 D = 10−18

statC cm). More variable are the mean number of thermally excited vibrational quanta ⟨n⟩
of (134), and the spontaneous decay rates Γul of (146) for molecules with one quantum of
vibrational excitation, u = 1.

The total radiated powers per molecule Π, calculated by summing (148) over all molecular
modes, are shown as circled points on Fig. 23 for comparison with the value of (110) from
summing over tens of thousands of lines. With the exception of H2O, where the radiated
power is dominated by pure rotational transitions, instead of vibration-rotation transitions,
the simple, harmonic-oscillator approximation of (148) can hardly be distinguished from the
line-by-line value.
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